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A B S T R A C T
Environmental sensor networks produce ever-growing volumes of raw data that need to be transformed
into actionable data for monitoring of ongoing environmental changes and decision-support. The
crucial challenge is the data provisioning in real-time which requires rigorous automation of quality
control (QC) workflows using suitable software tools. We present the System for automated Quality
Control (SaQC), a software framework for automated quality control of time series data that is
universal and extensible in its set of domain-agnostic QC and processing functionalities, yet user-
friendly in its low-code configuration environment. Two use cases present the configuration of basic
and advanced quality control applications using SaQC. Also, we elaborate on the explicit user controls
over the handling of quality flags and how SaQC can be used to make QC-workflows traceable and
reproducible, thus promoting FAIR data streams of high quality.

1. Software and data availability
The System for Automated Quality Control (SaQC) is

available both on the Python Package Index (PyPI)1 and
via its Git repository2. It is open source under the GNU
General Public License, version 3. At the time of writing,
SaQC supports Python 3.7 to 3.9. The computations in
this publication have been executed with SaQC, version
2.1 and Python 3.9. Multiple tutorials in form of so-called
Cookbooks that support the user to get started can be found
in the SaQC online documentation 3. Among these, there are
two Cookbooks that present the two use cases of section 5 in
detail, along with the necessary data and configuration files
to reproduce the results. Note: A persistent version of SaQC
2.1 along with these cookbooks, data and configuration files
will be made available via Zenodo-doi upon final acceptance
of the manuscript.

2. Introduction
Climate change, land use change and human interac-

tions are putting the worlds’ ecosystems under significant
pressure. To promote sustainable resource use, a holistic
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quantification of these impacts is needed. Thus, interdisci-
plinary and large-scale observation networks are required
as a means to leverage environmental sensor data across
domain and terrain boundaries (Reid et al., 2010). To that
respect, large scale observatories like ILTER4, eLTER5,
NEON6, ACTRIS7, ICOS8 or TERENO9 have been set-up,
delivering crucial data for long-term monitoring of environ-
mental systems, the deduction of process understanding as
well as for the parametrization, calibration and validation of
earth system models. Given their significance, observation
networks are continuously expanding in amount of sensors
and geographical coverage. So does the number of newly-
developed environmental sensors available to monitor addi-
tional environmental variables, e.g. air quality parameters in
citizen science applications (Collier-Oxandale et al., 2022).
Consequently, the amount of environmental data that are
being collected is steadily increasing, posing infrastruc-
tural challenges with respect to the data processing routines
handling these data streams. Adding to this, processing is
required to run in real time, immediately transforming raw
data into actionable data products or model results to support
timely decision-making, e.g. for natural hazard management.
The only way to enable this real time provisioning of ever-
growing data volumes is rigorous automation (Sturtevant

4International Long-Term Ecosystem Research Network (Mirtl et al.,
2018)

5European Long-Term Ecosystem Research Network (Mollenhauer
et al., 2018)

6National Ecological Observatory Network (Loescher et al., 2017)
7Aerosols, Clouds and Trace gases Research Infrastructure Network

(ACTRIS, 2021)
8Integrated Carbon Observation System (Heiskanen et al., 2021)
9Terrestrial Environmental Observatories Network (Zacharias et al.,

2011)
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et al., 2021), thus building on the FAIR principles to provide
Findable, Accessible, Interoperable and Reusable data in
machine-readable form (GoFair, 2021). Adding to this, it is
essential to establish automated data pipelines that address
one major challenge related to sensor data: The process of
quality control (QC), i.e. the separation of erroneous from
usable data based on expert knowledge (Koedel et al., 2022;
Crystal-Ornelas et al., 2021). The use of data that has not
undergone thorough quality control routines can lead to
inaccurate model forecasts and inadequate decision-making,
among others (Doraiswamy et al., 2000). Errors in environ-
mental data can arise from multiple sources, among these
are the suboptimal calibration or malfunctioning of sensors,
technical failures during data recording and transmission or
due to the influence of environmental conditions (e.g. sensor
fouling, obstruction, freezing etc.) (Gandin, 1988; Wagner
et al., 2006a). Ideally, the majority of these error sources
are prevented by data pipeline design (quality assurance). In
application, however, post-processing steps to separate erro-
neous from usable data are commonly required (quality con-
trol) (Campbell et al., 2013). Performing these manually, i.e.
by visual inspection of the data by domain experts, is labo-
rious, introduces subjective bias, requires expert-knowledge
that is neither reproducible nor transferable and is simply
unattainable for real-time provisioning (Fiebrich et al., 2010;
Jones et al., 2018). Fully automated QC-workflows, on the
other hand, are objective, reproducible and offer efficient
handling of large data volumes while allowing for unlimited
test specifications that can be adapted over time (WMO,
2018).
Figure 1 is a schematic representation of such an automated
QC-workflow (left to right): Raw data flow from the sensor
network to the database, run through QC back into the
database as QC-ed data, which can then be published as
a data set and be used for further analysis. The QC-part
(dashed blue box) generally consists of QC-tests that are
run on raw data in order to identify erroneous data points
(e.g. outlier detection algorithms) and assign a so-called flag,
e.g. "Bad", "Suspicious" or "Good" to each data point as
a measure of its quality. These are then sent back into the
database, along with the QC-ed data. In this process, raw
data is always kept to allow for a potential reprocessing
(Campbell et al., 2013).

There are documented set-ups of automated QC-pipelines
in the environmental community, mostly by large and renown
research infrastructures like NEON (Taylor and Loescher,
2012), ICOS (Vitale et al., 2020; Pastorello et al., 2020;
Yver-Kwok et al., 2021), GHCN10 (Durre et al., 2010) or
IAGOS11 (Petzold et al., 2015). Commonly, these infras-
tructures develop QA/QC protocols that are to be fulfilled
by the members of the respective network. In many cases,
the implementation of these protocols lies with the mem-
bers who might be domain-experts with limited technical
expertise, posing a challenge that can result in disadvantages
with respect to data quality and standardization, requiring

10Global Historical Climatology Network
11In-service Aircraft for a Global Observing System

additional harmonization steps at the network level (Sturte-
vant et al., 2021). Similarly, small observation networks
and single research institutes are challenged by the software
implementation of their QC-workflows. To our knowledge,
there are no publications that illustrate both the algorithmical
set-up and the software implementation of such protocol to
assist the domain-experts.
Thus, custom implementations of automated QC-workflows
commonly exhibit the following shortcomings: Often, the
implementations are use case specific and hard-coded, mak-
ing them inflexible to new functionalities and changing re-
quirements such as altered data pre-processing steps or input
data structures. Also, aside from large networks, there are no
standardized flagging schemata, these are usually defined
as best-suited for the respective use case, inhibiting inter-
operability. Quality flags might be altered or overwritten
implicitly, i.e. as an unnoticed result of data processing steps,
or without further notice in the final dataset. Also, current
implementations do not ensure the entire workflow to be
versioned and reproducible. This might lead to different ver-
sions of QC-ed datasets that are published over time without
specific notice in the metadata or without the possibility to
reproduce previous versions, if needed. Additionally, current
implementations pose a challenge to the users, commonly
domain experts: finding a robust choice and parametrization
of quality tests that identifies as many suspicious values
as possible without removing valid data is usually a time-
consuming endeavor, thus requiring an intuitive and efficient
user interface. Current implementations, however, typically
require programming knowledge in order to parametrize or
make changes to the QC-tests, which can not be presumed
to be available.

For a software framework to facilitate the process of
setting up a QC-workflow for any kind of (environmental)
sensor networks, we hereby define the following software
requirements. A QC software framework should be:

• Universal: flexible input/output data structures and
flagging schemata

• Equipped: provide a comprehensive set of generic
pre-/post-processing methods and domain-agnostic
QC-tests

• Extensible: enable integration of custom processing
methods and QC-tests

• Flag-centric: accommodate explicit, user-defined flag
handling inside data processing steps

• Traceable: keep provenance of processing and flag-
ging operations along the pipeline

• Reproducible: enable versioning of QC-workflows
• Accessible: configuration using either a graphical or

a low-code user interface
• Open Source: available to anyone free-of-charge
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Figure 1: Illustration of a generalized data flow from sensor to analysis including automated quality control: Raw data flows from
the sensors into the database and on to the QC-test. Here, a spike in the data (red circle) is identified as erroneous and flagged
as "Bad". The resulting QC-ed data, along with a quality flag for each data point, is sent back into the database, from where it
can be published as a dataset and later be used for analysis.

In the environmental community, there are about ten soft-
ware tools available to assist the domain experts in setting
up their QC-workflows. However, to our knowledge, none of
the available frameworks meet all of the above requirements
- see section 3.2 for a detailed screening.
For this reason, we present the newly developed System for
Automated Quality Control (SaQC) that aims at facilitat-
ing the implementation of standardized QC-workflows for
any environmental time series dataset, being user-friendly
and flexible in all relevant interfaces while accounting for
traceability and reproducibility. While all above software
requirements are met, a unique focus of SaQC are its so-
phisticated mechanisms for the handling of quality flags.
Following an overview of the current state of automated
quality control in chapter 3, including a screening of avail-
able software tools, this paper provides a detailed software
description of SaQC and its features in section 4. Next, two
use case examples in section 5 provide an in-depth expla-
nation of how SaQC is employed in practical application.
These use cases present some of its basic and advanced
functionalities and the results of the QC. Following this, we
discuss current limitations of the software as well as future
development and research directions.

3. Current state of automated quality control
Generally, current scientific literature on automated

quality control in the environmental sciences is fragmented,
characterized by many domain-specific applications that
range from single-site to observatory network scale. To
our knowledge, publications either present newly-developed
QC-tests and set-ups of QC-pipelines, or they introduce
software frameworks, never both in a joint manner.

3.1. Related literature
The topic of automated quality control has been pro-

moted primarily by the meteorological community with
large observation networks like GHCN, IAGOS etc. Conse-
quently, the World Meteorological Organisation (WMO) has
been providing the community with extensive and detailed
baseline guidelines on QC-tests, along with parametrization
and flagging guidelines from 1971 on (WMO, 2003, 2018,
e.g.). Based on this, several national services have published
similar guidelines for the operators of their observation
networks, e.g. Wagner et al. (2006b).

While a multitude of deterministic and statistical QC-
tests are available, there is no standard set-up of QC-tests to
be executed for an arbitrary environmental dataset. However,
several (domain-specific) publications are available that
present the entire QC-workflow of known observatories and
thus serve as orientation for researchers aiming at setting up
their own QC-workflow. For instance, Durre et al. (2010),
Estévez et al. (2011) and Fiebrich et al. (2010) present
the set-ups of the NEON, the RIAA12 and the Oklahoma
Mesonet networks, respectively.

Within the meteorological community, the Eddy-Covariance
and solar radiance communities have traditionally been
faced with particularly challenging QC tasks, leading to
the development of physics-based QC routines (e.g. Younes
et al., 2005; Metzger et al., 2013; Mauder et al., 2013; Pas-
torello et al., 2020; Vitale et al., 2020). Next to meteorology,
the oceanographic community has invested considerable
efforts in setting up operational QC-systems that build on

12Agroclimatic Information Network of Andalusia
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consistency checks to tackle high spatial variance in the
measurements (e.g. Ingleby and Huddleston, 2007; Gourrion
et al., 2020). Another challenging task is the QC of in-situ
soil moisture data. Dorigo et al. (2013) and Liao et al. (2019)
studied several spectrum-based approaches to detect error
patterns specific to this application.

As the parametrization of QC-tests for a specific use case
is a time-consuming task, statistical methods to automate
this process have been developed (Taylor and Loescher,
2013; Gourrion et al., 2020). Moving beyond QC-tests at
sensor level, several frameworks to check internal, temporal
and spatial consistency have been presented (e.g. You et al.,
2007; Durre et al., 2010) and subjected to sensitivity analysis
(Hubbard and You, 2005). In order for a QC-workflow to
assure good "quality of quality control", frequent auditing of
QC-routines and its results is necessary to avoid introducing
systematic bias or overflagging (Taylor and Loescher, 2013;
Sturtevant et al., 2021). To this end, Durre et al. (2008)
present a framework of systematic manual inspection and
pattern analysis of the flags that result from a QC-workflow.
Information on the performance of a QC-workflow including
potential errors that may remain should be communicated
to the user. For this purpose, Smith et al. (2014) propose
a modular and flexible framework to aggregate flagging
information at the level of both the sensor as well as the
whole data product.
Generally, there is little standardization regarding imple-
mentation details of QC-workflows among networks or
domains. There are only few guidelines regarding choice and
order of QC-tests, flagging schemata or handling of flags that
are agnostic as to the network or domain of application (see
Campbell et al., 2013; Gouldman et al., 2017).

3.2. Available software tools
In order to accommodate the heterogeneous designs and

requirements of QC-workflows, domain-agnostic, flexible
and extensible software frameworks are needed. Many exist-
ing frameworks in the environmental sciences are, however,
domain-specific and thus either limited with respect to the
data sources that can be used or regarding the available set
of processing functionalities and QC-tests. An example of
this is the the R-package AirSensor (Collier-Oxandale et al.,
2022) that includes basic QC and consistency tests along
with time series processing and visualization functions.
These are, however, taylored to the specific application
of low-cost air quality sensors in the community-based
"PurpleAir" network. Quite similar, Metzger et al. (2017)
present the R-package eddy4R specifically for processing
eddy-covariance data, including QC functionalities follow-
ing Taylor and Loescher (2013) and Smith et al. (2014).
For the solar irradiance community, the BSRN-Toolbox
(Schmithüsen et al., 2019) includes all domain-relevant
QC tests as proposed by Long and Dutton (2010). Going
further, Urraca et al. (2020) present a free web-service of
their "bias based" quality control method (BQC) to find

low magnitude errors in data that are usually not captured
by classical QC-methods. Addressing the current surge of
machine learning in environmental sciences, Jones et al.
(2022) provide multiple algorithms for quality control of
aquatic sensor data via the Python package pyhydroqc.

As to frameworks that are domain-agnostic or flexible
enough to be used for any sensor data there are only five
software tools available and still maintained, at least to
our knowledge. Of these, none meet all the requirements
towards such a framework as formulated in chapter 2. For
the three most suitable tools, capabilities are summarized
in table 1. Horsburgh et al. (2015) present ODM Tools
Python, a Python-based tool that enables users to query and
export, visualize, and edit time series observations stored
in, and thus limited to, an Observations Data Model (ODM)
database. The main focus of the tool is to provide a GUI for
manual QC, where provenance of all manual edits is kept as
each step is recorded in a Python-script to keep the process
traceable and reproducible. However, the tool is restricted
in essential functionalities for setting up entirely automated
QC workflows like data processing methods, flag handling
during processing and regarding its set of available QC-tests.
Another tool that is domain-agnostic and freely-available is
the Great Expectations Framework (Gong and Campbell,
2022). It is available as a Python library and provides the
user with a multitude of so-called "expectations", i.e. tests to
check the validity of a given batch of data or an entire dataset.
Due to an active user community, the range of available tests
is large, ranging from simple checks to statistical methods.
However, the aim of the framework is different from SaQC:
Instead of identifying single erroneous values and assigning
a single flag, the aim is "dataset validation", i.e. to validate
the integrity of a whole dataset by checking its columns or
entire data blocks for certain conditions. Consequently, it
does not provide mechanisms to assign and handle flags at
the data point level. Thus, its use for QC of sensor networks
as envisioned in this paper is limited. There are two frame-
works with a similar focus that are thus not included in table
1: The equivalent in the statistical programming language
R is the assertR-package (Fischetti, 2022). Similarly, the
tensorflow data validation framework (Caveness et al., 2020)
provides the user with functionality for dataset validation in
a machine learning setting.
Adding to the above, the GCE Data Toolbox (Sheldon,
2008) provides a vast array of functionalities to set up QC-
workflows through a GUI, a CLI and a programming API
(Matlab). It provides a set of processing functionalities, in-
tegration of custom functionalities and it ensures traceability
and reproducibility - Thus, meeting most of the software
requirements as formulated. However, the included set of
QC-tests is limited and, using Matlab as the language of
implementation, it can not be considered as open source
software.

Proprietary solutions typically also provide the means
to perform manual and automated QC, but only as part
of a whole data management and alert system. Thus, the
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Table 1
Capabilities of three domain-agnostic software frameworks for automated QC, based on the software requirements as formulated
in chapter 2.

Software Framework
Aim Requirement ODM-Tools Great Expectations GCE Toolbox
Universal Flexible I/O structure and flagging schemata - ✓ ✓

Equipped Comprehensive set of processing methods and QC-tests included - ✓ -
Extensible Integration of custom processing methods and QC-tests - ✓ ✓

Flag-centric Explicit flag handling during processing - - -
Traceable Metadata Enrichment ✓ - ✓

Reproducible Versioning of QC-pipelines ✓ - ✓

Accessible GUI or low-code configuration ✓ - ✓

Open Source Entirely Open source ✓ ✓ -
Note Focus on manual QC Validation at dataset level Based on Matlab
Last Release 06/2017 05/2022 03/2019
Reference Horsburgh et al. (2015) Gong and Campbell (2022) Sheldon (2008)

implementation inside custom infrastructures can be cum-
bersome. Additionally, these data management systems are
typically designed for a specific domain, e.g. Kisters WISKI
or Aquarius for the water sector. Other proprietary software
frameworks are bound to specific hardware, raising the effort
of integration of hardware from other manufacturers.

4. Materials and Methods
4.1. Software description

SaQC is a free and Open Source Software framework
that aims to facilitate the implementation of standardized
QC-workflows for any (environmental) time series dataset.
It specifically addresses domain-scientists and data man-
agers with limited IT expertise. In doing so, it aims to
foster community-wide FAIR data streams by providing all
essential functionalities to set up such workflows. SaQC
can be controlled either via a command line application,
a web-based Configuration App or a Python API that all
address the exploratory nature of quality control by offering
a continuously growing number of quality check routines
through a flexible and simple configuration system. Adding
to its QC functionalities, it provides extensive routines for
data pre- and post-processing as well as handling and trans-
lation of quality flags. Thus, SaQC can be used as a general
data processing tool to turn raw sensor data into secondary
data products of controlled quality. Below its user interface,
SaQC is highly customizable and extensible thanks to its
modular structure with well-defined interfaces. The primary
development goal was to meet the software requirements
as formulated in chapter 2. Here, a particular focus was set
to make SaQC flag-centric, i.e. to integrate explicit control
over flag handling throughout the entire workflow - Making
it unique in its versatility to meet complex requirements
that can arise in practical application. Adding to this, the
code base was developed such that automation of SaQC as
part of an entire data pipeline from sensor to data product
is as simple as possible: The parametrization of QC-tests
is technically separated from the rest of the code so that
the configuration of QC-workflows can be edited without
changing the operational core code.

Based on the generalized data flow from sensor to anal-
ysis as shown in figure 1, figure 2 is a detailed presentation
of the QC-component of such a data flow when using
SaQC. Below, this exemplary SaQC-based QC-workflow is
explained in more detail and in chronological order, with its
elements corresponding to the numbers 1) - 9) as indicated
in the figure. This way, the components of SaQC and their
contribution to meet the requirements of QC software (ch. 2)
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- Versioning

1
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Input data
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time |  v1|   v2
-----+----+-----
09:45| 8.2| 10.4
09:46|   7| 91.6
09:57| 6.5| 15.6

…|   …|    …

var ; test
#---;----------------
v1  ; flagRange(7,10)
v2  ; flagMAD(2,5)
…   ; …

time |  v1|   v2
-----+----+-----
09:45| 8.2| 10.4
09:46|   7| 91.6
09:57| 6.5| 15.6

…|   …|    …

Output data

time |  v1|  v2
-----+----+----
09:45|  OK|  OK
09:46|  OK| BAD
09:57| BAD|  OK

…|   …|   …
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- Interpolation
- Aggregation

defines 8

Figure 2: General QC-workflow using SaQC: Input data and a config-file are passed to SaQC which returns quality-controlled
output data, along with quality flags and visualizations of the QC-results. The colors in the figure discriminate four categories:
data flows (black), configuration (blue), metadata flows (green) and annotations (grey). The numbers correspond to the workflow
elements as described in more detail in the text below.

are explained in more detail.
(1) Input data can be supplied as .csv or .parquet-files when
using SaQC as a command line application, in any tabular
structure when using it in Python, directly.
(2) Using a text-based configuration scheme that requires no
knowledge of programming, users can then parametrize ex-
isting processing routines as well as QC-tests inside a config-
file. Also, users can write custom routines and tests using a
simplified, Python-like syntax. A detailed presentation of
how to set up a config-file can be found in section 4.3
(3) The config-file also defines the pre-processing routines
that might have to be executed prior to the QC-test. Both
pre-processing- and QC-routines are tightly coupled as most
QC-tests require data pre-processing such as timestamp
harmonization.
(4) The selection of pre-defined QC-tests aims at being
applicable across domains and ranges from standard tests
such as constant value or spike detection to more advanced
methods like pattern recognition and multivariate tests.
More information on both processing and QC-test function-
alities can be found in section 4.2. Users can also implement
entirely new QC-test functionalities in the config-file or in
the core Python code.
(5) Depending on the result of the tests, each data point gets
assigned a flag following a user-defined flagging scheme that
defines the number and hierarchy of the flags, e.g. Good,
Suspicious and Bad. SaQC allows entirely user-defined
flagging schemes and provides functionality to translate
these between each other. See chapter 4.4 for details on the
handling of flags.
(6) If desired, post-processing routines like interpolation or

aggregation over time can be applied on the newly quality-
controlled data.
(7) By default, the processed data, along with the assigned
flags, is then returned as .csv or .parquet-files (command line
application) or any other user-defined format (Python).
(8) Adding to the file output, SaQC provides various visual-
ization functionalities that allow the user to investigate the
effect of different test parametrizations on the QC-results.
(9) Across the whole workflow, SaQC ensures traceability
and reproducibility by metadata enrichment and versioning
of pipelines (see section 4.5 for details).

For documentation and tutorials, readers can refer to the
online documentation of SaQC13 which also contains the
Getting Started Guide14.

13https://rdm-software.pages.ufz.de/saqc/index.html
14https://rdm-software.pages.ufz.de/saqc/getting_started/

TutorialCLI.html
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Figure 3: Schematic visualization the three usage categories of exemplary 1) processing, 2) basic QC-test, and 3) advanced
QC-test (from left to right).

Table 2
The three usage categories as included in SaQC. Each category consists of functional groups which encompass a certain number
(#) of functions that serve the same objective.

Group Objective #
Processing Processing steps prior to (pre-processing) or after QC-testing (post-processing)
Resampling Aligning data to equi-distant timestamps by shifting, resampling or interpolation 3
Smoothing Curve smoothing using parametric and non-parametric methods 2
Transformation Derive new variables by transformation or using custom functions 2
Flag projection Project flags from resampled data back onto original data 1
Basic QC Low algorithmic complexity and parametrization effort
Constants Deterministic and variance-based detection of undesired stationary behaviour 2
Breaks Detection of missing/isolated values or jumps in the data 2
Outliers Detection of outliers and spikes, both deterministic and statistical methods 6
Manual flagging Integration of precedent manual QC by experts from auxiliary files 1
Advanced QC Higher algorithmic complexity and parametrization effort
Noise Separate noise from true signal using low pass filters 1
Changepoints Detection of points of undesired system state transitions 2
Drift Detection and correction of sensor drift based on deviation from reference system state 3
Pattern recognition Detection of undesired patterns in the data based on Dynamic time Warping and Wavelets 2
Custom functions Combination of existing/integration of custom QC-tests inside config-file or source code 1
Machine learning Training of machine learning models for flagging and data imputation 4

4.2. Function overview
SaQC ships with extensive processing capabilities as

well as various domain-independent QC-tests, giving a total
of 34 primary functions that are continuously being ex-
tended. Figure 3 aims at giving an intuitive representation of
how these functions are further categorized into 1) process-
ing which serves as either the preliminary (pre-processing)
or finalizing (post-processing) step to both 2) basic QC-
tests and 3) advanced QC-tests. In SaQC, each of these
three categories is populated by multiple functional groups,
which in turn encompass a number (#) of functions that serve
the same objective. Table 2 provides a list and description
of these functional groups, objectives and the respective
number of functions. A more detailed table including the
respective function names can be found in the appendix A.1.
For an in-depth description of each of the functions, readers
are referred to the software documentation.

Furthermore, the following facts should be kept in mind
with respect to the use of the functions of SaQC:

• custom functions can be implemented either right in
the config-file (simplified syntax, logical operators) or
in the source code (Python API)

• The modular architecture of SaQC is designed to
accommodate custom processing and QC functions of
arbitrary complexity via predefined interfaces using
the Python API

• processing functions can be run independently, i.e.
without antecedent or subsequent QC, if desired

4.3. Configuring SaQC for use
As command line application, SaQC is controlled by a

config-file (.csv) listing the variables of the dataset as well
as both the processing routines and QC-tests along with
respective parameters that are to be executed. The content
of such a configuration could look like this:
varname ; test

------------;------------------------------------

SM2 ; shift(freq="15Min")

SM2 ; flagRange(min=10, max=60)

SM2 ; flagMAD(window="30d", z=3.5)

SM2 ; interpolateInvalid(method='linear')

Here, a timestamp shift to a regular interval of 15min
is performed during pre-processing. This is followed by a
range test that flags all values outside the range of [10,60]
and a spike test based on median absolute deviation (MAD,
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Figure 4: Graphical User Interface of the SaQC Configuration App.

see Iglewicz and Hoaglin, 1993). Lastly, data gaps are filled
using linear interpolation. In fact, this is the config-file as
used for use case 1 in section 5.1.
As soon as the basic inputs, a dataset and the config-file are
prepared, running SaQC is as simple as:
saqc --config path_to_configuration.csv --data path_to_data.csv

where path_to_configuration.csv is the spaceholder for
the configuration file described above, and path_to_data.csv

acts as the spaceholder for the input dataset.
The same set-up can be achieved directly in a Python script
by using SaQC’s Python API, which is explained in more
detail in the software documentation.

For users without a programming background, there is
an alternative way to derive a suitable config-file using the
web-based SaQC Configuration App15 (see fig. 4). It offers
a graphical user interface for users to upload their own
data, parametrize the available preprocessing and QC-test
functions and visualize the results. At the end, users can
obtain the respective config-file to use in their own QC-
pipeline.
4.4. Flag Handling inside SaQC

One of the software requirements as stated in chapter
2 is that a software tool should be flag-centric, i.e. all
processing and QC-functionalities should accommodate
explicit, user-defined flag handling. During the development
of SaQC, considerable effort was invested into the handling
and integration of quality flags into the QC workflow: From
the support of custom flagging schemes and flag transla-
tion, their internal representation, the inherent rules for the

15https://webapp.ufz.de/saqc-config-app/

transfer of flags from one processing step to the next one
to a holistic output of the results. When chaining multiple
processing steps and QC tests in practical application, flag
handling raises challenges that can become quite complex.
By means of five key challenges, the following section
illustrates the potential complexity and how a flag-centric
SaQC is equipped to tackle it.
Filtering of flags between QC-tests: Some QC-tests might
require the data to be filtered according to the flags set by
preceding QC-tests. For example, running a sparsity test on
the sensor data 𝑆𝑀2 in order to flag data points that are
surrounded by erroneous data only, requires preceding QC
tests to identify and flag these erroneous data. In SaQC, a
user can control which data a QC-test should receive by
setting a threshold for the flag level, 𝑑𝑓𝑖𝑙𝑡𝑒𝑟, that must not be
exceeded for data to be passed on to the respective test. This
way, all data that was flagged as "BAD" by preceding tests,
in this case by a range test, can be excluded when executing
the sparsity test (𝑓𝑙𝑎𝑔𝐼𝑠𝑜𝑙𝑎𝑡𝑒𝑑):
varname ; test

------------;------------------------------------

SM2 ; flagRange(min=10, max=60)

SM2 ; flagIsolated(dfilter=BAD)

Conditioning of QC-tests based on previous flags: The
execution of one QC-test might have to be conditioned on
the results of the preceding QC-tests. In the exemplary
configuration below, sensor data 𝑆𝑀2 might be affected
either by a drop in sensor battery voltage 𝐵𝑎𝑡𝑡𝑉 or due to
maintenance work on the power supply. Thus, both a range
test and manual flagging (based on an auxiliary file) are
executed on 𝐵𝑎𝑡𝑡𝑉 . Next, a custom function 𝑓𝑙𝑎𝑔𝐺𝑒𝑛𝑒𝑟𝑖𝑐
is conditioned on the two preceding tests by making use of
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Table 3
Illustration of an exemplary flagging history for sensor data
𝑆𝑀2 after running three QC-tests. Traceability of each flag
to the respective QC-test of origin is ensured by storing flags
column-wise.

time SM2 flagRange flagMAD flagByStray
2016-04-01 00:04:48 32.6 BAD GOOD GOOD
2016-04-01 00:20:42 32.7 GOOD GOOD GOOD
2016-04-01 00:36:05 44.8 GOOD BAD BAD
...

the option to chain expressions via boolean operators (here:
or): If one or both of the tests assigned a flag to 𝐵𝑎𝑡𝑡𝑉 , the
sensor data 𝑆𝑀2 is flagged accordingly.
varname ; test

--------;----------------------------------------

BattV ; flagRange(min=.5, label='voltage drop')

BattV ; flagManual(mdata='maintData', label='maintenance')

SM2 ; flagGeneric(func=isFlagged(BattV, 'voltage drop')

or isflagged(BattV, 'maintenance'))

Provenance of the QC-test for each flag: For each flag, in-
formation on the QC-test that produced it has to be traceable
after the QC-process is finished. In SaQC, this is achieved
by storing and returning the entire flagging history, i.e. the
results of all QC-tests, for each data point (see table 3).
This also allows a final aggregation of all assigned flags
into a probabilistic metric of data quality as presented in e.g.
Kaffashzadeh et al. (2019).
Keeping track of flags during resampling: For example,
when aggregating a dataset of 5-minute temporal resolution
to one of 15-minute resolution, three data points are reduced
into one mean value. As to the flags that were already
assigned, a decision has to be taken which flag should be
assigned to that single value. SaQC allows the user to define
a flag aggregation function 𝑓𝑙𝑎𝑔𝑓𝑢𝑛𝑐. In this case, it takes
the the worst flag of the three (see code below). Internally,
the original data structure is retained, so that the flagging
results on aggregated data can be projected back onto the
original data.
varname ; test

------------;------------------------------------

SM2 ; resample(freq='15min', func=mean, flag_func=max)

Translation of flagging schemes: Datasets that exhibit dif-
ferent flagging schemes, originating from separate previous
QC processes, might have to be joined for being processed
by SaQC. Also, the output of the actual QC-workflow might
need to match yet another flagging scheme. SaQC enables
the translation between different input and output flagging
schemes by representing any data points’ flags history in
a series of floats (not shown). This representation is suffi-
ciently manifold in its structure to capture the majority of
thinkable flagging schemata, ranging from simple, hierar-
chical flagging levels to more complex, cause-sensitive or
probabilistic ones.

4.5. Enabling traceable and reproducible
workflows

The FAIR-principles itself do not explicitly include qual-
ity control as a prerequisite (Koedel et al., 2022): "The
FAIR guiding principles request that optimal care is taken to
enable users to determine the ‘usefulness’ (for their purpose)
of the data and other research objects they find, which in-
cludes rich, machine readable provenance" (GoFair, 2021).
In other words, simply noting the absence of quality control
in the metadata of a dataset would suffice to make a dataset
FAIR. However, data does only actually become re-usable
by going beyond that, i.e. by establishing traceable QC-
workflows. This, in turn, requires more attention if FAIR
guidelines are still to be met: R1.2., i.e. part of the definition
of Reusability, states that "datasets are to be associated with
detailed provenance (Wilkinson et al., 2016)". In the case
of QC-workflows using SaQC, this is achieved by extensive
metadata enrichment along the QA/QC-pipeline: Process-
ing steps, QC-tests and their respective parametrization are
accessible for every single quality flag produced by SaQC
(traceability).
The ultimate goal of such successful metadata provenance
is that "[datasets] can be replicated and/or combined in
different settings" (GoFair, 2021). SaQC supports versioning
of the entire pipeline including all parametrizations through
version control systems (e.g. Git). As such, every single
quality flag is not only traceable, but can be replicated if
necessary (reproducibility).
The following figure 5 is a variation of the exemplary SaQC-
workflow as previously depicted in figure 2 but with a focus
on the metadata component (green colour). Figure 5 illus-
trates in detail how metadata enrichment and versioning can
be achieved in SaQC-based workflows: The input data comes
with source metadata, e.g. sensor location, ID or data author.
As it runs through the SaQC-workflow, and as such through
the QC-tests as defined in the config-file, metadata is being
collected and merged with the source metadata. For instance,
in the case of a data point identified as a spike (red circle in
fig. 5), this includes the quality flag as well as information
on the flagging schema it refers to. Also, the QC-test that
assigned the flag (here: spike-test) is written, which becomes
relevant when multiple QC-tests are executed on the same
variable. To account for varying implementations across
software versions, the version of SaQC is noted as well. In
order to keep track of the version of the entire workflow,
the config-file is versioned via Git and the respective Git
Commit Hash can be written into the metadata. With this,
a user receiving any dataset that was QC-ed using SaQC is
able to 1) trace and 2) reproduce every single step of the
pipeline.

5. Exemplary use cases
This section presents two use cases of SaQC in actual

applications at the Helmholtz-Centre for Environmental Re-
search (UFZ), more specifically at two observatories that
are part of the TERENO Bode Hydrological Observatory
(Wollschläger et al., 2017) which is located in the Harz
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SaQC

GIT Hash:
#sj2ck6m

- time
- long/lat
- raw/processed
- sensor ID
- site
....

- BAD (GOOD; SUSP.; BAD)

- Spike (2, 5)

- SaQC v 1.4

- #sj2ck6m

config-file

Source metadata Enrichment per datapoint

- flag & flagging scheme

- QC-test & parametrization

- Version of SaQC

- GIT Hash

Versioning

Metadata 
enrichment

var ; test
#---;----------------
v1  ; flagRange(7,10)
v2  ; flagMAD(2,5)
…   ; …

Figure 5: Schematic illustration of metadata enrichment (traceability) and versioning (reproducibility) when using SaQC. The red
circle marks a data point identified as a spike by a QC-test. The other colors discriminate four categories: Data flows (black),
configuration (blue), metadata flows (green) and annotations (grey)

region in central Germany. The first use case at the forest
ecosystem observatory Hohes Holz (Rebmann et al., 2017)
employs some of the functionalities listed as Processing
and Basic QC-test. The second one at the hydrological
Rappbode-observatory (Rinke et al., 2013) presents the use
of Processing functionalities and both Basic and Advanced
QC-tests. Both use cases are presented in more detail in
our collection of Cookbooks in the online documentation16,
along with the necessary data and config-files to reproduce
all results as presented here. For both use cases, the time
series snippets that are shown were selected to be intuitive
and illustrative with the aim of showcasing the functions of
SaQC. The authors do not intend to evaluate the performance
of the developed QC-workflows in detail, therefore the re-
sults are only discussed briefly.
5.1. Use case 1: Basic quality control of soil

moisture data
At the Hohes Holz observatory (Central Germany), a

patch of mixed beech forest, a huge set of environmental
variables is measured continuously to improve the scien-
tific understanding of carbon and water fluxes between the
ecosystem and the atmosphere under the influence of en-
vironmental changes (see fig. 6). Various meteorological,
hydrological and ecological variables are observed at high
spatial and temporal resolution, among these distributed
soil moisture content measurements using about 180 sin-
gle sensors (sensor model: SMT100, TRUEBNER GmbH,

16https://rdm-software.pages.ufz.de/saqc/index.html

Neustadt, Germany). In this use case, quality control of

Figure 6: Left: Birds-eye view of the forest ecosystem observa-
tory Hohes Holz. Right: Measurement set-up of multiple soil
moisture sensors at different soil depths as employed in use
case 1. Image source: UFZ.

soil moisture data is performed in four steps. The dataset
contains the variables time, battery (battery voltage of the
data acquisition platine) and soil moisture SM2 in vol.% at
one sensor. The following description handles line by line
of the actual config-file from section 4.3, also included in
appendix A.2, along with illustrative figures. An in-depth
presentation of the workflow, including all figures, algorith-
mic details and references, can be found in the respective
Cookbook 17. Figure 7 depicts the raw data of sensor SM2
before quality control, exhibiting unrealistic values beyond
a plausible value range.

17https://rdm-software.pages.ufz.de/saqc/getting_started/
TutorialCLI.html
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Figure 7: Raw soil moisture data of sensor SM2 from a
distributed soil moisture sensor network at the research site
’Hohes Holz’.

Table 4
Exemplary screenshot of the raw soil moisture data with
irregular timestamps.

time battery SM2
2016-04-01 00:04:48 3573 32.6
2016-04-01 00:20:42 3572 32.7
2016-04-01 00:36:05 3572 32.6
...

Table 5
Exemplary screenshot of the pre-processed soil moisture data
after step 1, now with regular timestamps.

time battery SM2
2016-04-01 00:05:00 3573 32.6
2016-04-01 00:20:00 3572 32.7
2016-04-01 00:35:00 3572 32.6
...

1. Timestamp harmonization via resampling: As a
result of irregular data acquisition frequency of the wireless
sensor network, the timestamps of the measurements are not
equidistant. See table 4 for an exemplary screenshot of the
data and the irregular timestamps that are supposed to be
regular at 15min-interval.

To ensure regular time-steps for further processing, the
data points are shifted to the closest timestamp of a 15min-
grid, thereby also eliminating possible duplicates. The cor-
responding line in the config-file is this one:
varname ; test

#-------;------------------------------------

SM2 ; shift(freq="15Min")

And the resulting output data is displayed in table 5: 2.

Range test: Next, a range test to exclude values below/above
a physically meaningful threshold is performed (here: [10,
60], vol.% soil moisture).
SM2 ; flagRange(min=10, max=60)

3. MAD outlier test: Following this, a Modified Z-Score
(MAD) outlier detection test, as proposed by Iglewicz and

Hoaglin (1993), is performed to detect and flag spikes in
the data. The resulting flags of steps 2 and 3 are depicted
in figure 8.
SM2 ; flagMAD(window="30d", z=3.5)

Figure 8: Quality flags of the variable SM2 as a result of steps
2 and 3, i.e. a range-test (flagRange, blue markers) and a MAD
outlier test (flagMAD, orange markers)

4. Linear interpolation of missing values As a final
post-processing step, the missing values that result from
identifying erroneous values during the preceding flagging
are filled using linear interpolation:
SM2 ; interpolateInvalid(method='linear')

The final, clean results, i.e. a comparison of the time
series of the variable SM2 before and after the QC-process
is displayed in figure 9. The major error pattern, fluctuations
beyond a plausible value range, has been successfully cor-
rected for. Given the amount of erroneous data points that
were identified (fig. 8) and excluded, the resulting data gaps
make up a considerable portion of the whole time series
snippet. Therefore, the application of linear interpolation in
step 4 is questionable and would have to be communicated
to the end user in each data points’ metadata as explained
in section 4.5. Here, it is only applied with the aim of
showcasing the functions of SaQC.
5.2. Use case 2: Advanced quality control of

surface water body data
At the Rappbode observatory, Germany‘s largest drink-

ing water reservoir with a maximum storage of about 100
million m3, a multitude of hydrological variables are recorded
to investigate the inflow dynamics of nutrients and dissolved
organic carbon (DOC) from the surrounding catchment (see
fig. 10). For more details on the observatory, please see
Rinke et al. (2013). More specifically, the variables water
level, water temperature, and sac254 (spectral absorption
coefficient at 254 nm, used as a proxy for DOC) are measured
in all four major inflows using the sensors as presented
in table 6. These measurements are highly sensitive and
require regular maintenance as well as sophisticated quality
control which is performed in five steps. In this section,
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Figure 9: time series of the variable SM2 before (top) and after (bottom) the QC-process.

Figure 10: Left: Birds-eye view of the Rappbode reservoir,
the site of the corresponding hydrological observatory. Right:
Measurement buoy carrying sensors as employed in use case 2.
Image source: UFZ.

Table 6
Model and manufacturer of the sensors used to measure the
variables of use case 2.
Variable Unit Sensor model
water level m Analog Submersible Level Sensor, STS AG

water temperature ◦C EXO2 Multiparameter Probe, Xylem Inc
sac254 m−1 OPUS UV Spectral Sensor, TriOS, Germany GmbH

the first four steps are elaborated for one of the variables,
sac254, only. In the last step, all three variables are used as
covariates for multivariate flagging. This description handles
line by line of the actual config-file needed for the final
results (see appendix A.3), along with illustrative figures.
An in-depth presentation of the entire workflow, including
all figures, algorithmic details and references, can be found
in the respective Cookbook 18.
Figure 11 depicts the raw time series of sac254, i.e. before

quality control. It exhibits undesired outliers and cyclical
drops in its data values that are physically implausible.

18https://rdm-software.pages.ufz.de/saqc/cook_books/
MultivariateFlagging.html

This advanced use case touches on the potential complexity

Figure 11: Raw data of the variable sac254 before quality
control.

of QC-workflows with multiple routines building on top of
each other. Also, it shows some of the functionalities of
SaQC that are indispensable in the practical application -
e.g. the projection of flags in step 5.
1. Flagging of maintenance intervals: As a first step, data
recorded during known maintenance operations is flagged
as these operations affect the measurements. The respective
information is encoded in a separate variable maint and used
inside the manual flagging function.
varname ; test

#-------;------------------------------------------------

sac254 ; flagManual(mdata='maint')

2. Range test: Next, basic QC in form of a range test to
exclude values below/above a physically meaningful thresh-
old is performed (here: [0,70], m−1). This is necessary to
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avoid incorrect interpolation of data values in the next step.
The resulting flags of step 1 and 2 are visualized in figure 12
sac254 ; flagRange(min=0, max=70)

Figure 12: Flags for of the variable sac254 as a result of steps 1
and 2, i.e. based on known maintenance intervals (flagManual,
orange markers) and a range test (flagRange, blue markers)

.

3. Timestamp harmonization via resampling: As the
sensors do not necessarily measure at the same interval
or exact same time, the timestamps of all variables are
resampled to an equi-distant, synchronous grid of 15min-
intervals. This is needed for subsequent multivariate QC-
tests. As the data values themselves have to be adapted
accordingly, linear interpolation is performed on the data
values where necessary, not touching on actual missing
values. The interpolation time step has to be adjusted to a
value that is fitting to the original temporal resolution and
that does not lead to larger changes in the dynamics.
sac254 ; linear(freq='15min')

4. Drift correction: The variable sac254 exhibits a
short-term drift: Due to biofilm growth and dirt accumula-
tion on the sensor lenses, the reference, or base value of the
measurements increases over time as illustrated in figure 13.
Based on expert knowledge, these increases are assumed to
follow an exponential growth and are thus corrected for by
subtraction of an exponential term that was parameterized
manually in advance. Whenever maintenance, i.e. sensor
cleaning or replacement is performed, the drift correction
is reset to its new starting point.
sac254 ; correctDrift(target='sac254_corr', maintenance_field='maint',

model=expDriftModel)

5. Multivariate spike detection using kNN and STRAY:
Next, not only the information of sac254, but of all three
variables (water level, water temperature and sac254) is
used to identify multivariate outliers. The methodology is
based on the oddwater-algorithm by Talagala et al. (2019).
The aim is to employ the well-established unsupervised clus-
tering algorithm k-Nearest Neighbors (kNN). This requires
the variables to be normalized in a first step using z-score
transformation. Next, the kNN-algorithm is used to assign

Figure 13: Illustration of the drift correction of the variable
sac254. The grey line depicts the original data, the black line
represents corrected data, both at 15min-resolution.

a multivariate outlier score (new variable: kNN_scores) to
each timestep. Figure 14 (top) provides a visual intuition
of how, during this dimensionality reduction, multivariate
outliers become detectable when transformed into one vari-
able. These kNN_scores are then processed further using the
STRAY-algorithm (Talagala et al., 2021) to automatically
define a threshold above which data points of the kNN-
scores are considered to be actual outliers and can be flagged
as such. As a last step, these flags are projected from the
kNN_scores-variable back onto the actual data variables.
Figure 14 (bottom) depicts the results after this projection
is performed for sac254.

# 5: Multivariate spike detection using kNN and STRAY

# Normalization of variables for kNN

level ; transform(target='level_norm', func='zScore', freq='20D')

water_temp ; transform(target='water_temp_norm', func='zScore', freq='20D')

sac254_corr ; transform(target='sac254_norm', func='zScore', freq='20D')

# Flagging by kNN and STRAY

level_norm,water_temp_norm,

sac254_norm ; assignKNNScore(target='kNN_scores', freq='20D')

kNN_scores ; flagByStray(freq='20D')

# Project results of STRAY-algorithm onto variables

level ; transferFlags(field=['kNN_scores'])

water_temp ; transferFlags(field=['kNN_scores'])

sac254_corr ; transferFlags(field=['kNN_scores'])

The final, clean results, i.e. a comparison of the time
series of the variable sac254 before and after the QC-
process, are presented in figure 15. In general, all major
error patterns (major outliers, cyclical drops, drift) have been
corrected for. A few spikes remain that should be analyzed
in more detail by the domain expert and that could possibly
be covered by the parametrization of one of the spike tests
included in SaQC. However, it is to be noted that the figures
shown here only depict snippets of the whole time series
at one sensor while the observatory consists of numerous
sensors that exhibit slightly varying error characteristics. As
finding the right parametrization for a time snippet of one
single sensor already requires substantial efforts by the do-
main experts, finding a robust parametrization for the whole
network is always a trade-off between local performance
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Figure 14: Top: Multivariate outliers (red markers) in the
kNN-scores as identified by the STRAY-algorithm, i.e. based
on all three variables (water level, water temperature and
sac254). Bottom: The corresponding outliers projected onto
and visualized for the variable sac254, only. Note that, for
illustration, this plots depicts a shorter time snippet than the
previous figures, i.e. is zoomed in.

(time series snippets of one sensor) and global performance
(whole network).

6. Discussion
The only way to turn ever-increasing volumes of data

from environmental sensor networks into actionable data
products of high quality for monitoring, modeling and de-
cision support is rigorous automation of the entire data
workflow including its quality control component. Com-
monly, the latter has to be implemented by domain experts
with limited IT expertise, requiring suitable and accessible
software tools. The previous sections present SaQC as a
possible solution that meets the key requirements for such
software. Further, it is illustrated how domain experts are
enabled to set up flexible and reproducible QC workflows
for any time series data. Nonetheless, it is important to know
about certain limitations of the software as well as future
developments and research directions as presented in the
following paragraph.
6.1. Limitations of the software

One challenge that still persists for users with limited
IT skills is that, currently, it is required to install the pro-
gramming language Python. Similarly, configuring the QC-
tests via a .csv config-file might be unfamiliar to users
that are used to employ software solely using a Graphical

User Interface (GUI). To this end, the web-based SaQC
Configuration App was developed that supports the process
of QC-test parametrization via GUI. Regarding input file
types, these are currently limited to .csv and .parquet if SaQC
is used via the command line interface (CLI), here netCDF
support is envisioned. If used via the Python API, any file
format or database API can be implemented by the user.
Concerning traceability and reproducibility, 1) versioning
and 2) metadata enrichment are optional functionalities. If
desired, the user is required to 1) host the QC-pipeline on
the code versioning platform Git and 2) be able to store
additional metadata (SaQC version, flagging schema, QC-
test that was executed etc.) for each data point in the respec-
tive data repository. Depending on the system in use, the
latter can potentially result in considerable computational
load if the configuration of the pipeline is changed and all
historical data points are to be re-processed. Lastly and nat-
urally, setting up a QC-workflow still requires considerable
parametrization effort, but SaQC is designed to make this
as easy as possible while rendering labor-intensive manual
quality control superfluous.
6.2. Future development and research directions

Future development of SaQC is envisioned in multiple
ways: Firstly, it will be implemented in further real-world
environmental monitoring workflows, both at the authors’
institutions and beyond. While doing so, the existing set of
QC-tests will be continuously extended by both domain-
specific and -agnostic tests. Future data volumes are, how-
ever, expected to be ever growing, among others due to the
use of mobile low-cost sensors inside the growing citizen
science community Koedel et al. (2022). Sensor mobility
will significantly raise the algorithmical complexity of the
respective QC workflows to assure internal consistency,
likely reaching a point where manual parametrization of QC
tests becomes too complex. While we will evaluate semi-
automated parametrization schemes as proposed by Durre
et al. (2008) and Taylor and Loescher (2013), entirely au-
tomated, Machine Learning-based methods are likely to be
required not only for QC, but also for data imputation. As a
step in this direction, we currently evaluate the expansion of
the available Machine Learning functions by Deep Learning
algorithms for anomaly detection as these have recently been
shown to achieve high classification accuracy by exploiting
spatio-temporal patterns in the data of the entire sensor
network (e.g. Erhan et al., 2021; Jones et al., 2022). Another
potential extension of SaQC is the integration of external
data sources to validate online sensor data. As an example,
the soil moisture data of use case 1 could be validated using
remote-sensing products like SMAP19. Another relevant
topic is the auditing of QC-workflows: We will evaluate
methods to monitor QC-workflows regarding spatial and
temporal patterns to avoid introducing systematic bias or
overflagging as a result of malparametrized tests. This could
be achieved based on methods as presented in e.g. Durre

19NASA Soil Moisture Active Passive Mission (Entekhabi et al., 2010)
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Figure 15: time series of the variable sac254 before (top) and after (bottom) the QC-process.

et al. (2008) and Smith et al. (2014), along with a user-
centred communication of the audit results, i.e. an estimate
of the performance of a QC-workflow, as in Sturtevant et al.
(2021).
SaQC will be disseminated in the scientific community via
hands-on workshops to enable more domain scientists to
use it in their specific application. With a growing user
community, the authors envision an open source commu-
nity that contributes specific QC-tests along with suitable
parametrization schemes for future re-use. By providing a
domain-agnostic and flexible software tool, the authors hope
to contribute to an urgent and inevitable standardization of
QC workflows and flagging schemata across domains, thus
fostering FAIR data flows.

7. Conclusions
In order to monitor, model and investigate the drivers

of ongoing environmental changes, large-scale sensor net-
works have been set up and are continuously expanding in
number of sensors and geographical coverage. The corre-
sponding ever-growing raw data volumes that need to be
processed into actionable data products in real-time pose
a significant challenge to the respective data workflows.
Rigorous automation of data workflows and their quality-
control component is essential. This in turn, demands for
domain-agnostic software tools to establish automated QC-
workflows, aiming at a user group that mostly consists of
domain experts with limited IT-expertise. In this publication,
we derive key requirements for such software and present
SaQC, an Open Source framework for quality control of
time series data that meets these requirements by providing

the following features: It is universal as to its application
domain and flexible with regard to both its input/output
data structures as well as flagging schemata. While already
providing a comprehensive set of methods, it is extensible in
its pre- and post-processing as well as QC-testing functions.
All these functions are designed such that the handling of
quality flags between processing steps is controllable and
explicit. Adding to this, it provides functionality to make
QC-workflows traceable and reproducible, thus promoting
FAIR workflows. Also, SaQC is designed to be accessible,
particularly to users without programming knowledge as
is often the case in practical application. By means of a
detailed software description and the presentation of two
real-world use cases, we showcase how SaQC can be used
to process and perform quality control on one‘s own data
both at basic and at advanced level. Thus, the scientific
community is supplied with (instructions on) a software
framework to automatically deliver environmental data that
is of high quality, up-to-date, potentially large in volume and
reusable - Principal prerequisites for data-driven and sustain-
able science to address urgent environmental challenges.
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A. Appendix
A.1. Table of QC and processing functions

Please note that, for readability, the following table A.1
only lists the most relevant processing and QC-functions.
There is a multitude of specific helper functions that are
listed in the SaQC online documentation.
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Table 7
Primary processing and QC functions of SaQC. The grouping is according to table 2 but giving name, descriptions and references,
where applicable, for each single function. (Note: Too small due to LaTeX class, will be full-page and horizontal)

Group Function Name Objective
Processing Processing steps prior to (pre-processing) or after QC-testing (post-processing)
Harmonisation shift Shift data points and their flags to align them with regular frequency grids

resample Resample data points and flags with an aggregation to align them with regular frequency grids
interpolate Interpolate data and aggregate flags at regular frequency grids using parametric and non-parametric methods

Smoothing rolling Process data by applying or fitting a function in a rolling window manner
fitPolynomial Smooth data by chunkwise fitting polynomials

Transformation transform Process data by applying a custom function on data chunk, e.g. normalization
processGeneric Generate new data via custom function of (multiple) data variables and their flagging status

Flag projection concatFlags Project flags from (regularly sampled) data products back onto original data
Basic QC-tests Low algorithmic complexity and parametrization effort
Constants flagConstants Flag data where it is strictly constant

flagByVariance Flag data chunks that have too low a variance
Breaks flagMissing Assign flags to missing value markers

flagIsolated Flag groups of values, isolated by missing or invalid data
Outliers flagRange Flag values that lie below or exceed a given absolute limit

flagOffset Customizable deterministic outlier detection
flagByStray Use stray algorithm to flag values
flagMAD Use median statistics to flag outliers
flagByGrubbs Use Grubbs algorithm to find outliers in given window
flagMVScores Use K-nearest neighbor aggregation to flag multiple variables

Manual flagging flagManual Transfer pre-existing flags from auxiliary files into the pipeline
Advanced QC-tests Higher algorithmic complexity and parametrization effort
Noise flagByStatLowPass Flag data chunks based on tests in the frequency domain
Changepoints flagChangePoints Flag data points that represent a system state transition based on sample statistics

flagRegimeAnomaly Flag chunks of the data that behave abnormal based on agglomerative clustering
Drift correctDrift Remove drift component from data, according to a custom drift model

flagDriftFromReference Flag data where its deviation from a reference data set exceeds a threshold
flagDriftFromNorm Flag data chunk that gets assigned to a minority group by agglomerative time series clustering

Pattern recognition flagPatternByWavelet Detect and flag data chunks by evaluating their distance to a given pattern in the frequency domain
flagPatternByDTW Detect and flag data chunks by evaluating their distance to a given pattern using dynamic time warping

Custom functions flagGeneric Derive flags from a custom, boolean valued function of (multiple) data variables and their flagging status
Machine learning trainModel Train an Ensemble of tree-based boosting and bagging models with an Autotuner (MLjar)

modelPredict Predict data with a trained regressor
modelFlag Flag data with a trained classifier
modelImpute Impute data with a trained regressor

A.2. Config-file use case 1
This config-file includes all steps to perform QC as

presented in use case 1 in section 5.1. For a more detailed
description, the reader is referred to the respective Cookbook
in the SaQC online documentation.
varname ; test

#-----------;------------------------------------

SM2 ; shift(freq="15Min")

SM2 ; flagRange(min=10, max=60)

SM2 ; flagMAD(window="30d", z=3.5)

SM2 ; interpolateInvalid(method='linear')

A.3. Config-file use case 2
Please note that, while the description of use case 2 in

section 5.2 focuses on the variable sac254 for readability,
this config-file lists the required steps for all three variables
(water level, water temperature and sac254). For a more
detailed description, the reader is referred to the respective
Cookbook in the SaQC online documentation.
varname ; test

#-----------;------------------------------------

# 1: Flagging of maintenance intervals

sac254 ; flagManual(mdata='maint')

# 2: Basic QC: Range-tests

level ; flagRange(min=0)

water_temp ; flagRange(min=-.5)

sac254 ; flagRange(min=0, max=70)

# 3: Pre-processing: Resampling via linear interpolation

level ; linear(freq='15min')

water_temp ; linear(freq='15min')

sac254 ; linear(freq='15min')

# 4: Drift correction

sac254 ; correctDrift(target='sac254_corr', maintenance_field='maint',

model='exponential')

# 5: Multivariate spike detection using kNN and STRAY

# Normalization of variables for kNN

level ; transform(target='level_norm', func='zScore', freq='20D')

water_temp ; transform(target='water_temp_norm', func='zScore', freq='20D')

sac254_corr ; transform(target='sac254_norm', func='zScore', freq='20D')

# Flagging by kNN and STRAY

level_norm,water_temp_norm,

sac254_norm ; assignKNNScore(target='kNN_scores', freq='20D')

kNN_scores ; flagByStray(freq='20D')

# Project results of STRAY-algorithm onto variables

level ; transferFlags(field=['kNN_scores'])

water_temp ; transferFlags(field=['kNN_scores'])

sac254_corr ; transferFlags(field=['kNN_scores'])
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