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1 INTRODUCTION  

I have had the opportunity to do an internship at DELTARES, an independent institute for 

applied research in the field of water, subsurface and infrastructure (www.deltares.nl) based in 

the Netherlands. As a densely populated country, the Netherlands is faced with particular 

challenges having about 25 % of its surface below sea level. The Dutch coastal areas are 

characterized by upward seepage of saline and nutrient-rich groundwater into the deep 

polders. This leads to salinization of the surface water (DE LOUW, GRIFFIOEN & VAN 

DEN EERTWEGH, 2000; DE LOUW, OUDE ESSINK, STUYFZAND & VAN DER ZEE, 

2010; OUDE ESSINK, 2001; VAN DEN EERTWEGH, NIEBER, DE LOUW, VAN 

HARDEVELD & BAKKUM , 2006; VAN PUIJENBROEK, JANSE & KNOOP, 2004; VAN 

REES VELLINGA, TOUSSAINT & WIT , 1981; WESSELING, 1980). Possible effects are 

salt damage to crops and unfit surface water for irrigation. The predicted climate change and 

associated sea level rise will only magnify these effects to coastal aquifers (OUDE ESSINK, 

2001). 

This internship study revolves around this burning issue. It is situated within the framework of 

ñProject 2.1ò, studying the interaction between groundwater and surface water under saline 

and dry conditions to find a climate-robust regional freshwater supply [DUTCH: interactie 

tussen grond- en oppervlaktewater onder zoute en droge omstandigheden voor het vinden van 

een klimaatrobuuste regionale zoetwatervoorziening]. The main objective of Project 2.1 is to 

develop strategies for a robust freshwater supply in the future, through the development of a 

framework that can be used to evaluate the effects of measures on the groundwater/surface 

water system. This framework will be based on the knowledge of three important conditions: 

1. System knowledge on the scale of a ditch 

2. System knowledge on the scale of a polder 

3. Modeling at different scales  

For this work the focus is on the first condition, the system knowledge on the scale of a ditch. 

Recent research shows that sharp local gradients in salinity and temperature are indications 

for flux differences that occur on a scale of decimeters to meters (DE LOUW, OUDE 

ESSINK, GOES & SERGI, 2008; OUDE ESSINK, DE LOUW, STEVENS, DE VEEN, DE 

PREVO, MARCONI & GOES, 2009). Other studies show that the incorporation of solute and 

heat transport to groundwater modeling has many benefits (this will be explained in chapter 

2). The primary goal of this internship was to make an inverse model that incorporates head, 

http://www.deltares.nl/
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concentration and temperature measurements, which can be used to estimate flow patterns to 

an agricultural ditch.  

This paper seeks to describe all aspects covered during the internship. Chapter 2 addresses the 

overall background of the subject; hereby a summary is made of the literature study that was 

conducted as an introduction to this internship. This is followed by a clear description of the 

research area (chapter 3). Given that the emphasis of an internship is on learning and 

mastering new techniques and methods, the discussion of the methods (chapter 4) is described 

in great detail. The following facets are discussed: the monitoring design, the field 

measurements, the numerical modeling and the model calibration. After this, the results from 

the numerical model are summarized (chapter 5) and discussed (chapter 6).  

2 THEORETICAL B ACKGR OUND  

This section provides the outlines of solute and heat transport. First the backgrounds of both 

solute and heat transport are briefly stated, after which the analogy between solute and heat 

transport is discussed. For a more thorough impression see KONIKOW (2010) for solute 

transport and ANDERSON (2005) for heat transport. A more extensive and in-depth 

discussion can be found in GUO and LANGEVIN (2002) and LANGEVIN, THORNE, 

DAUSMAN, SUKOP and GUO (2007). 

2.1 Introduction to solute transport 

In comparison to head and flow modeling, it is far more complicated to model subsurface 

solute transport. One of the reasons is that the classical equation does not always effectively 

represent what is seen at field scale, thus the used numerical model solves the wrong equation. 

This is not inconceivable, because the mathematical properties of the transport equation vary 

depending on which terms in the equation are dominant. This manifests itself in the transport 

equation being hyperbolic where advection is dominant, and parabolic where hydrodynamic 

dispersion is dominant. No single numerical method can anticipate to this, thus no method is 

optimal in every situation (KONIKOW, 2010). Another reason for why the representation 

tends to fail, is that it is necessary to consider the groundwater flow equation and the equation 

of solute transport simultaneously in order to describe solute transport; this also contributes to 

the complexity.  

Due to the complexity of modeling solute transport, one should try to keep the model itself as 

simple as possible. The development and application of the model consist of steps in an 
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evolutionary process: one should start simple and add increasing degrees of complexity so the 

effects of the added complexity (whether in processes, parameters, dimensionality, or 

boundary conditions) can be easily discerned. As stated by KONIKOW (2010): the secret to 

successful solute-transport modeling may simply be to lower expectations. 

There are different field techniques, direct and indirect, that can be used to get information 

about solute transport (DE LOUW, EEMAN, SIEMON, VOORTMAN, GUNNINK, VAN 

BAAREN & OUDE ESSINK, 2011), examples are: groundwater sampling, TEC (temperature 

and electrical soil conductivity)-probe measurements, electrical cone penetration tests 

(ECPT), continuous vertical electrical soundings (CVES) and electromagnetic survey. 

2.2 Introduction to heat transport  

For more than 100 years researchers have used heat as a natural tracer for surface water and 

groundwater interaction (ONDERKA, BANZHAF, SCHEYTT & KREIN, 2013; SLICHTER, 

1905). It is a naturally occurring tracer, free from institutional issues of contamination 

(CONSTANTZ, 2008). The fundamental concepts for the use of heat as a groundwater tracer 

were introduced in the 1960s, hereafter interest faded, although it never died out. Interest 

resurged in the late 1980s, with the publication of a methodology to use temperature profiles 

beneath streams to quantify the interaction between groundwater and streams (LAPHAM, 

1989), together with a collection of papers describing the effects of groundwater flow on the 

thermal regime in basins (BECK, GARVEN & STEGENA, 1989). Recent work has greatly 

increased the amount of literature on heat as a tracer and temperature measurements as 

substitutes for head measurements, mainly in the field of temperature profile analysis to 

estimate interchange with streams (STONESTROM & CONSTANTZ, 2003). Additionally, 

several researchers have combined the use of flow and heat transport concepts to investigate 

deep and shallow groundwater systems (e.g. ANDREWS & ANDERSON, 1979; BAYER, 

GIRALDO, MENDEZ, RASUOLI, ZHENG & BLUM, 2008; BENSE & KOOI, 2004; 

BRAVO, JIANG & HUNT, 2002; BREDEHOEFT & PAPADOPOULOS, 1965; 

BUNDSCHUH, 1993; CONSTANTZ, THOMAS & ZELLWEGER, 1994; GRESKOWIAK, 

PROMMER, MASSMANN & NÜTZMANN, 2006; HATCH, FISHER, REVENAUGH, 

CONSTANTZ & RUEHL, 2006; JIANG & WOODBURY, 2006; KEERY, BINLEY, 

CROOK & SMITH, 2007; MARTIN, BENDER, GAULKE & WALLACE, 2001; 

PARSONS, 1970; PROMMER & STUYFZAND, 2005; RONAN, PRUDICK, THODAL & 

CONSTANTZ, 1998; SILLIMAN , RAMIREZ & MCCABE, 1995; TANIGUCHI, 1993; 

WOODBURY & SMITH, 1988; VANDENBOHEDE & LEBBE, 2010; é).  
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There are two main reasons why there was a revived interest in subsurface temperatures for 

heat transport estimation (ANDERSON, 2005; MA & ZHENG, 2010). The first reason is the 

recent availability of improved temperature sensors and relatively inexpensive data loggers; 

with these tools it is possible to make remote and continuous measurements. Examples are: 

the application of thermocouples and thermistors to obtain a time series of measurements 

remotely (HATCH et al., 2006; KEERY et al., 2007), the application of fiber-optic distributed 

temperature sensors for providing high resolution lateral patterns (MUNZ, OSWALD & 

SCHMIDT, 2011; TYLER, SELKER, HUASNER, HATCH, TORGERSEN, THODAL & 

SCHLADOW, 2009) or the use of airborne thermal sensors to detect areas of groundwater 

discharge (BECKER, 2006). The second reason is the flourishing of improved numerical 

codes for simulating coupled groundwater flow and heat transport (ANDERSON, 2005). 

Some examples of these codes are: BASIN2, FEFLOW, MT3DMS, REACTRANS, 

SEAWAT, SHEMAT, SUTRA, TOUGH2, VS2DH (ANDERSON, 2005; LANGEVIN, 

THORNE, DAUSMAN, SUKOP & GUO, 2007, VANDENBOHEDE, LOUWYCK & 

LEBBE, 2008). 

It is perhaps not surprising that temperature measurements are useful where there is a large 

contrast in surface water and groundwater temperatures (ANDERSON, 2005). On the other 

hand, if temperature measurements could only be used in those situations, the applications 

would be limited and useless for this study (where the interactions in the surficial zone are 

studied). Thankfully, SUZUKI (1960) and STALLMAN (1965) postulated that groundwater 

velocity could be estimated from seasonal fluctuations of temperature at the land surface. 

Using a version of Stallmanôs model, LAPHAM (1989) proved that monthly and yearly 

variations in subsurface temperature beneath streams can be used to estimate groundwater 

velocities. Similarly, BRAVO et al. (2002) used measurements of the surficial temperature in 

the parameter estimation process of a coupled groundwater and heat-flow model where the 

basal heat influx was relatively low (VANDENBOHEDE et al., 2008).  

Since the availability of improved temperature sensors and numerical codes, investigators 

have started to explore the full potential of using temperature measurements in a wide variety 

of hydrogeological settings (ANDERSON, 2005). One of the most powerful applications of 

temperature data is in formal solutions for the inverse problem. Usually, the information 

obtained by measuring heads is insufficient to find unique values of inflows and parameters; 

for example, many combinations of hydraulic conductivity and recharge can give the same 

simulated head distribution (BRAVO et al., 2002). Adding information about the movement 
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of solute and/or heat can help constrain the calibration. This was proven in studies where field 

models that did not converge to an optimal parameter-set when only head data were used, did 

converge when head and temperature data were used (ANDERSON, 2005; BRAVO et al., 

2002). 

Finally it is important to remember that there are potential limitations to the use of subsurface 

temperatures (BRAVO et al., 2002). The head and temperature data have to be measured 

simultaneously and at a similar frequency in order to characterize the temporal nature of the 

water level and temperature fluctuations. It is also plausible that the stratigraphy that controls 

the groundwater flow (the hydro-stratigraphy) does not coincide with the stratigraphy that 

controls the thermal profiles, and thus the layering/geometry that best represents the flow 

system may not be the best representation for the heat transport system.  

2.3 Solute and heat transport analogy 

Analogue formulas of solute and heat transport highlight the similarities between the two 

processes. Based on these similarities the correct input values required by MT3DMS when 

representing heat transport are calculated. The following is a general form of the solute 

transport equation solved by MT3DMS (LANGEVIN et al., 2007; LANGEVIN, DAUSMAN 

& SUKOP, 2010): 

 ρ  
”ὑ

—
  
—ὅ

ὸ
 ɳ Ȣ —  Ὀ  

ή

—
 Ȣɳὅ  ɳ Ȣήὅ ήὅ       ρ 

Next is a form of the heat transport equation, which was manipulated by THORNE, 

LANGEVIN and SUKOP (2006) to highlight the similarity with the solute transport equation 

(LANGEVIN et al., 2007; LANGEVIN et al., 2010): 

 ρ  
ρ  —

—
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ὧ

ὧ
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—
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Evaluation of Equations 1 and 2 reveals several important equivalences. The storage terms on 

the left sides of Equations 1 and 2 are prefixed with retardation terms. For solute transport, 

retardation is caused by adsorption of solutes through the aquifer matrix material. With heat 

transport, retardation is caused by heat transfer between the fluid and solid aquifer matrix 

(LANGEVIN et al., 2010). MT3DMS can be used to represent thermal retardation by 

calculating the distribution coefficient (Kd) for the temperature species as a function of 

thermal properties:  
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Inspection of Equations 1 and 2 also shows that heat conduction is mathematically equivalent 

to molecular solute diffusion. To represent heat conduction with MT3DMS, thermal 

diffusivity for the temperature species is calculated as follows: 

Ὀ  
ὑ

—”ὧ
       τ 

The most remarkable difference between solute transport and heat transport is the difference 

between solute and thermal dispersivity. It is also important to mention here that there are 

conflicting ideas regarding the importance of thermal dispersion to heat (HATCH et al., 2006; 

LANGEVIN et al., 2010; VANDENBOHEDE et al., 2008). For solutes, mechanical 

dispersion frequently dominates molecular diffusion. This does not apply for heat transport 

because heat conduction is normally much stronger than thermal dispersion (ANDERSON, 

2005; FERGUSON, 2007; LANGEVIN et al., 2010; VANDENBOHEDE et al., 2008; 

VANDENBOHEDE, HERMANS & NGUYEN, 2011). Therefore, thermal dispersion is often 

neglected (BEAR, 1972; HOPMANS, SIMUNEK & BRISTOW, 2002; INGEBRITSEN & 

SANFORD, 1998; WOODBURY & SMITH, 1985). Nevertheless other authors do not 

neglect the thermal dispersion. Some advocate the same order of magnitude for both thermal 

and solute dispersivity (DEMARSILY, 1986). Others report values for longitudinal and 

transverse thermal dispersivity equal to 100 m and 10 m (SMITH & CHAPMAN, 1983) or 

longitudinal thermal dispersivity values in the order of magnitude of 0.01 m to 1 m in case of 

water exchange between streams and groundwater reservoirs (NISWONGER & PRUDIC, 

2003). CONSTANTZ, COX and SU (2003) derived that thermal dispersivity is significantly 

smaller than solute dispersivity. Regardless, the present formulation of the heat transport 

equation (Equation 2), solved by SEAWAT and MT3DMS, contains a thermal dispersion 

term, as this term is simply retained from the solute transport representation. A second 

difference between solute and heat dispersivity is that solute dispersivity increases with the 

scale of the test, while this effect is not so distinct with thermal dispersivity (GELHAR, 

WELTY & REHFELDT, 1992; VANDENBOHEDE & LEBBE, 2002; VANDENBOHEDE 

& LEBBE, 2003; VANDENBOHEDE & LEBBE, 2006; VANDENBOHEDE & LEBBE, 

2008). 
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For heat transport where fluid density and viscosity variations are not expected to influence 

groundwater flow, the velocity distribution calculated by MODFLOW can be used with 

MT3DMS to simulate heat transport. This will be computationally more efficient (MA & 

ZHENG, 2010). But when the temperature variations are larger, density and viscosity effects 

may influence groundwater flow patterns. In these situations, where a greater accuracy is 

desired (MA & ZHENG, 2010), the SEAWAT program can be used to couple the flow and 

transport processes. SEAWAT solves the following form of the variable-density groundwater 

flow equation (LANGEVIN et al., 2007; LANGEVIN et al., 2010): 

 ɳȢ ”
‘

‘
ὑ Ὤɳ  

”  ”

”
ᾀɳ  ”Ὓȟ

Ὤ

ὸ
—
”

ὸ
”ή       υ 

This equation is based on a reference head (commonly a fresh water head) instead of pressure 

or a point water head. The fluid density and fluid viscosity are calculated using the 

appropriate equations (equation of state and equation for dynamic viscosity). For a better 

insight into this topic, see LANGEVIN et al. (2007). 

3 SITE DESCRIPTION  

This study is carried out in the Schermer polder, more precisely at one of the parcels of farmer 

Ted Vaalburg which is used to grow potatoes. This polder (latitude 52Á35ô58.30ôô, longitude 

4Á46ô45.16ôô) is located in the village Schermer in the province of North Holland (see figure 

1). The genesis of this polder lies in the draining of the Schermeer Lake. To the west of the 

polder there are beach plains and dunes, formed during the Holocene, to the east there are 

peat-polders.  

The geology of the study-area is formed out of Holocene sediments; this package has a 

thickness of about 25 m. It consists primarily of marine clays alternated with less pervious 

sands (Westland Formation). This formation rests above Aeolian sands forming a confined 

aquifer. The upper part of this aquifer consists of the formation of Kreftenheije, the lower 

parts are the sands of the formation of Urk. Between these two formations a separation layer 

(Formation of Drente) is usually present, yet this formation is lacking in the Schermer polder 

(ACACIA WATER, 2013).  

The deeper regional groundwater flow is west to east oriented. The groundwater flows from 

the coast to the deep polders, like the Schermer polder, where seepage water is discharged. 

This seepage water has a high chloride content and thus a salty character. Based on a regional 
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groundwater model it is approximated that the seepage to the Schermer polder is in the order 

of 0.50 ï 0.75 mm/day (ACACIA WATER, 2011).  

The parcel, with a length of 110 m, is a low lying area; the average ground level is around -4 

m NAP (Nieuw Amsterdams Peil: the Dutch national ordinance level, approximately equal to 

mean sea level). One side of the field is bordered by a ditch. Perpendicular to the ditch there 

are tile drains located at a depth of 1.0 m Below Ground Level (BGL) with a horizontal 

spacing of 5 m. These drains have approximately the same length as the parcel (110 m). At 

the other side of the ditch a dike is situated with a road on the top. The elevation is 1.2 m 

higher than the parcel. 

 

figure 1: Location of the study area, with an indication of the monitoring design (source: own 

research). 

4 METHODS 

4.1 Monitoring  design  

For Project 2.1, of which this study is a part, a comprehensive measurement setup was 

designed (see figure 1 and figure 2). Forty meters of the ditch is dammed by steel bulkheads 

to isolate it from the rest of the ditch. The water from the tile drains is kept isolated from the 

discharge directly into the ditch. The water from both the drains and the ditch is measured, by 

means of flow meters and EC-meters. Additionally the moisture conditions are measured with 

soil moisture sensors and monitoring wells (piezometer nests). In these piezometers the EC is 
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also measured. An array of temperature sensors is placed perpendicular to the ditch. Finally 

the surface water evaporation rate is measured with a floating evaporation pan, and a 

meteorological station measures the precipitation, temperature, wind and radiation. In the next 

chapter some techniques are explained more extensively with a thorough interpretation of the 

data. 

 

figure 2: Measurement design (source: personal communication, J. Delsman). 

4.2 Field measurements 

4.2.1 Precipitation and evaporation 

During the period from 12 March 2012 until 31 December 2012 (290 days) meteorological 

data were obtained with a meteo-station and a floating evaporation pan. The precipitation was 

measured directly, while the evaporation was calculated with the Penman Monteith equation 

(for more information see MONTEITH, 1965). For this equation the air temperature, relative 

humidity, air pressure, incoming radiation (total and at top of atmosphere), day length, wind 

speed and elevation are used from the meteorological data. To improve the stability of the 

model it was opted to spread out precipitation peaks higher than 18 mm/day. Therefore all 

precipitation higher than 18 mm/day is moved to the next day. The result is shown in figure 3. 
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figure 3: Measured precipitation and calculated evaporation during the period of 

12 March 2012 until 31 December 2012 (source: own research). 

4.2.2 Investigation drilling 

In this study the focus is on the upper zone of the subsurface which is called the surficial zone 

(PARSONS, 1970; VANDENBOHEDE & LEBBE, 2010). A total of 10 shallow drillings 

were made to a maximum depth of 2 m to get a clear insight of the underground; 6 of these 

drillings were made in an earlier study (ACACIA WATER, 2013) and 4 were made during 

this internship. These drillings show that the approximate thickness of the unsaturated zone is 

about 1 m, and composed of a clay layer in the first 30 to 50 cm on top of fine sand-loamy 

deposits with abundant marine shells. The fine sands occur until at least 17 m below surface, 

which corresponds to the bottom of a deeper drilling that was made in the vicinity (drilling 

B19D0247, DINOLOKET). These drillings also show that the soil structure knows no 

extreme variations within the parcel. 

4.2.3 CVES 

To get an insight of the depth and distribution of fresh water in the parcel, multiple 2D cross 

sections were made by means of Continuous Vertical Electrical Sounding (CVES). A CVES 

is made by inserting electrodes into the top soil in an array, and connecting them to a central 

device. This device, in this case the ABEM SAS4000 Terrameter, sends a current through 

different sets of electrodes while measuring the potential difference of the soil. Based on the 

profile length and the distance between different electrodes, the resolution and depth of the 

2D cross section can be altered. Here a high resolution Schlumberger configuration was used 

(around 750 measurements per profile). Calculated with specific software (RES2Dinv from 
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GEOTOMO Software), an interpretation is made. From this interpretation the position and 

depth of fresh and brackish water can be deduced. Based on these measurements the transition 

of fresh to salt water is positioned around 2.0 to 3.5 m below the surface (ACACIA WATER, 

2013). The position of the tile drains also appears with this method. These are located 

perpendicular to the ditch, are placed 5 m from each other and have a diameter of 60 mm. 

These drains are positioned 1.0 m below surface, into the fine sands.  One CVES transect is 

shown in figure 4. The figure also shows the difference in drainage capacity between the old 

and the new tile drains. The new drains can drain more effectively; this translates to the 

brackish water being drawn more towards the new drains.   

 

figure 4: CVES transect, parallel to the ditch (source: personal communication, J. Delsman). 

4.2.4 Groundwater heads and EC-measurements 

 

figure 5: Schematic measurement setup (source: personal communication, J. Delsman). 
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A number of piezometers were placed to get an insight into the groundwater heads. These 

heads are subject to precipitation, evaporation, seepage pressure and drainage. The 

piezometers were placed at and between tile drains at different distances from the ditch to get 

the best insights into the effect of the tile drains and the ditch. A few piezometers were also 

located in and at the other side of the ditch. The piezometers vary in length from 1 m to 2 m 

with a screen length of 0.20 m (figure 5). Automatic measurements of groundwater heads, EC 

values and temperature were obtained using (Schlumberger) pressure sensors. The following 

pressure sensors, or divers, were used (ACACIA WATER, 2013): (1) micro- or mini-divers 

which measure (water)pressure and temperature in piezometers, (2) baro-divers which 

measure the (air)pressure and temperature to compensate for the air pressure in water pressure 

values and (3) CTD-divers which measure (water)pressure, temperature and electrical 

conductance (EC) at the collection point of the drain discharge to measure the quality. 

A clear outcome from the measurements is that the groundwater table is situated at the same 

level as, and is thus dominated by, the tile drains. Even after much rainfall, the groundwater 

table recuperates in a period of around 3 days. Moreover, the groundwater heads do not fall 

below the tile drains in dryer periods; probably due to the supply of seepage water from the 

subsurface. It should be mentioned that, during the monitoring period, much rain has fallen so 

a clear reaction to drought cannot be deduced. Another outcome from the measurements is 

that the effect of bulging between the two drains is limited to 5 cm, which is quite small. 

Likewise the influence of the ditch on the groundwater table is limited. In figure 6 and figure 

7 an overview of the measured values of both the groundwater head and the EC measurements 

is given. The measurements of piezometer 5b and 9b are unrealistic; these were left out of the 

calibration process. Further observations are: (1) the clear reaction of the groundwater heads 

to the precipitation and (2) the high correspondence between the head values at different 

piezometers. This last effect is not present in the EC-values where there is a large variation 

between the different piezometers. 
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figure 6: Observed groundwater head values (source: own research). 

 

figure 7: Observed groundwater EC values (source: own research). 

4.2.5 Tile drains 

During the monitoring period, the discharge rate of the tile drains was measured (Itron flow-

meter) together with the EC of this discharged water (CTD-diver). A comparison of the net 

precipitation during the period from 15 June to 1 October (122 mm), with the discharge of the 

drains during the same period (159 mm) shows that more water is drained than the theoretic 

groundwater recharge (net precipitation). This is an indication that the discharge of the drains 

not only consists of infiltrated precipitation, but also that around 30 % of the discharge is 
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derived from seepage water. This hypothesis is supported by the data that were retrieved from 

the CTD-diver. During the most part of the same period, the EC of the drained water was 

larger than 4 mS/cm; which is evidence that brackish water gets drained. Based on a salt mass 

balance for tile drains, an average flux of 0.28 mm/day was computed. In figure 8 the 

discharge and EC measurements are displayed. From mid-December to mid-April, the 

measurements were incorrect because one of the pumps in the system had broken down.  

 

figure 8: (left) Observed drain discharge (source: own research). (right)  Observed EC from drain 

discharge (source: own research). 

4.2.6 Slug tests 

In order to get a better insight in the hydraulic conductivity of the underground, we performed 

several slug tests by quickly subtracting a volume of water from the piezometer, and 

monitoring the change in groundwater head through time using a pressure sensor. Here the 

water present in the piezometers was pumped out, and a diver was inserted to measure the 

reaction of the groundwater head. To interpret the data, the Bouwer and Rice method was 

used. This method was chosen because it can be performed on screened wells that are 

partially penetrating (FETTER, 2001).  
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Based on measurements from several piezometers, different saturated hydraulic conductivities 

were found, ranging from 0.4 to 0.9 m/d. Because the piezometer screens are located in the 

sand, these values are only applicable to the sands. 
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4.2.7 Temperature sensors 

An array of regular temperature sensors was placed perpendicular to the ditch. These sensors 

measure the temperature every 15 minutes. Aside from these sensor data, there are also 

measurements of the temperature retrieved from some of the divers. figure 9 shows a global 

overview of the different temperature sensors for one specific time. 

 

figure 9: 3D visualization of temperature variation on 

25 May 2012, made with the temperature sensors 

(source: personal communication, J. Delsman). 

4.3 Numerical modeling  

This section elaborates on the numerical modeling. First the background of SEAWAT, the 

numerical code which is used in this study, is explained in detail, followed by a step by step 

explanation of the model properties.   

4.3.1 Numerical code  

For this study the numerical code SEAWAT is used. SEAWAT is a finite-difference 

computer code that combines MODFLOW (HARBAUGH, 2005; HARBAUGH, BANTA, 

HILL & MCDONALD , 2000; MCDONALD & HARBAUGH, 1988) and MT3DMS 

(ZHENG & WANG, 1999). Originally, SEAWAT was designed to simulate coupled variable-

density groundwater flow and solute transport. It could already simulate transport of multiple 

species, yet the fluid density was calculated as a function of only a single species (e.g. 

salinity, chloride, or relative seawater fraction) (THORNE et al., 2006). In the original version 

it was already possible to approximate the heat transport, provided that: (1) temperature was 

the only species included in the simulation; and (2) the effect of temperature variation on fluid 

density was the only feedback on groundwater flow (meaning that the viscosity did not affect 

groundwater flow) (LANGEVIN et al., 2007). 
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In SEAWAT Version 4, released in 2007, two important new options are introduced: (1) the 

ability to solve the transport of energy and solutes simultaneously, and (2) the possibility for 

the fluid viscosity to vary (GUO & LANGEVIN, 2002; LANGEVIN et al., 2007; MA & 

ZHENG, 2010; THORNE et al., 2006). These functions are essential in the simulation of heat 

and salinity transport in a coastal aquifer. The fluid density and viscosity variations, due to 

changes in temperature and/or solutes, are represented in SEAWAT by the variable-density 

flow (vdf) process and viscosity (vsc) package (VANDENBOHEDE et al., 2011). These 

packages were simply added by exploiting the mathematical analogy between the advection-

dispersion equation that describes the solute transport in three dimensions and the equation 

that deals with the 3D heat transport in groundwater flows (ANDERSON, 2005; LANGEVIN 

et al., 2010; THORNE et al., 2006; WANG & ANDERSON, 1982), as discussed in a previous 

chapter. The possibility to simulate solute and heat transport simultaneously is made possible 

by treating temperature as a different species in MT3DMS. This option, to enter different 

molecular diffusion coefficients for each species, became available with the release of 

MT3DMS version 5.2. (LANGEVIN et al., 2007; LANGEVIN et al., 2010).  

Coupling groundwater flow to transport is primarily done through fluid density. In SEAWAT 

Version 4 the density is calculated as a function of solute concentration(s) and temperature. 

With this, the effect of viscosity variations can also be added through implementation of the 

relationship between permeability, viscosity and hydraulic conductivity. Viscosity is also 

function of both temperature and solute concentration (THORNE et al., 2006).  

SEAWAT Version 4 has been tested extensively, which provides reasonable assurance that 

the physics of the system are represented accurately by the numerical approximations and 

implementation in the program (LANGEVIN et al., 2010). Most of these tests were standard 

variable-density benchmark problems, where density is a function of a single species. 

Examples of these benchmark problems can be found in GUO and LANGEVIN (2002), 

LANGEVIN, SHOEMAKER and GUO (2003) and LANGEVIN and GUO (2006). Some 

samples of the application of SEAWAT to simulate heat transport can be found in THORNE 

et al. (2006), DAUSMAN, LANGEVIN, THORNE and SUKOP (2009), LANGEVIN et al. 

(2010), VANDENBOHEDE et al.(2011), and many more.  

Lastly, it should be mentioned that the SEAWAT code is not able to simulate heat transport in 

the unsaturated zone. However, this can be overcome partially by using a constant 

temperature boundary at the top of the model which represents the temperature at the water 
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table (VANDENBOHEDE et al., 2011). Another solution could be to model the problem in 

HYDROGEOSPHERE (THERRIEN, MCLAREN, SUDICKY & PARK, 2012) because this 

model can also incorporate the unsaturated zone. Yet for this study we opted to work with 

SEAWAT because: (1) the Deltares supervisor had experience working with this code, (2) 

SEAWAT needs less parameters and is faster, and (3) there is only a small unsaturated zone, 

characterized by small cracks. 

4.3.2 Model setup 

This section describes all properties that were used in the model, as they originated from field 

measurements, literature and multiple calibrations. For a summary, see Table 1. 

4.3.2.1 Grid properties 

In this study, the effects of the tile drains and the ditch are examined. Because the tile drains 

and the ditch are located perpendicular to each other, we opted to model the study-area in 3 

dimensions. The length of the model is 110 m, representing the distance from the middle of 

the road on a dike until nearly the end of the parcel. The width of the model, which is 40 m, 

coincides with the part of the ditch that is isolated. For the thickness of the model 11.2 m is 

adopted, this implies 1.2 m from the top of the dike to the parcel and then 10 m below the 

parcel. The total thickness of the aquifer (25 m) was not modeled to maintain a good 

relationship between speed and accuracy. Because the full thickness is not modeled, the 

transmissivity is overestimated. This effect has been investigated, and it appears to have only 

a small impact. The mesh consisted of 60 columns of 1 m and 5 m, 54 rows of 0.75 m and 22 

layers of 0.1 m to give a total of 71280 cells. Two various lengths, 1 m and 5 m, were used for 

the columns as another measure to enhance model efficiency. Smaller cells are modeled close 

to the ditch, while the larger cells are modeled further away into the parcel where high detail 

is not mandatory. 

4.3.2.2 Time properties 

The total simulation time spanned a period of 290 days. This was based on the measured 

precipitation and calculated evaporation values. To keep the model simple and efficient -even 

though most head, EC and temperature measurements are taken every 15 minutes- it was 

decided to subdivide the simulation period in stress periods of 1 day consisting of a single 

flow time step. To get a realistic starting concentration, the same period of 290 days with the 

same daily varying recharge and evaporation was repeated 12 times (3480 days), after which 

the transition zone, of fresh to salt water, had dropped to a stable level. 
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4.3.2.3 Ditch properties 

The ditch is implemented through the MODFLOW river package (figure 10). The depth of the 

ditch is set at 1.2 m below the parcel, so 2.4 m below the top of the model. Yet only 0.1 m of 

water is present in the ditch, this value was kept constant throughout the execution of the 

model. The bottom of the river is 1.4 m wide and the slopes on both sides of the ditch 

correspond to 45 °, resulting in a width at the level of the parcel of 3.8 m. Finally the 

hydraulic resistance towards the ditch, which was put into the MODFLOW river package, was 

set to 0.05 days.  

4.3.2.4 Drain properties 

The tile drains were implemented perpendicular to the ditch at 1 m below the parcel, 

corresponding to 2.2 m below the top of the model, with the MODFLOW drain package. The 

drains are located to coincide with the model boundaries, and they are evenly distributed with 

an underling spacing of 5 m. Within the width of the model, a total of 9 drains were 

implemented. Two sorts of drains were implemented intermittently, namely the old and the 

new drains. These correspond with a conductance of 0.24 m²/d and 0.4 m²/d. The two drains 

at the model boundaries were implemented with only half their conductance as a solution to 

the reflective effect of the model boundaries. 

 

 

figure 10: Model schematization, showing the ditch (blue), the different tile drains (green) and a screen of 

wells (pink) (source: own research). 

4.3.2.5 Seepage properties 

Like described in the field measurements, a local seepage flux of 0.28 mm/d was calculated. 

Because the seepage flux is known, while there is little to no information about the evolution 

of groundwater heads in the deeper underground (only one deeper piezometer, which is only 4 

m deep), it was opted to simulate the seepage with the MODFLOW well package. In this 
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situation the entire bottom layer of the model is filled with well-cells in order to let the flux, 

which is kept constant throughout the whole simulation period, get into the model.  

4.3.2.6 Underground properties 

Based on the information from the investigation drillings, the underground is subdivided into 

two lithological strata. The first 0.3 m is modeled as clay, while the rest of the underground is 

presumed to be sand.  

- Clay lithology 

The vertical hydraulic conductivity of the clay is set to 0.0007 m/d, based on an earlier study 

made in the same study area (MARGARITA, 2012). Based on model calibrations, the 

anisotropy (ratio of horizontal hydraulic conductivity to vertical hydraulic conductivity) is set 

to 6.45. The cell wetting and drying option from MODFLOW was used to simulate the 

moving water table. The primary storage capacity was used where a cell is confined 

throughout the course of a simulation. However, if the water level was below the top of a cell 

during a simulation, then the cell is under a water-table condition, and a specific yield 

parameter is used instead of the storage capacity. The confined storage capacity used for the 

clay was fixed to 1e
-3

, while the specific yield was set to 0.12. By using the specific yield 

parameter to simulate the moving water table, the model was simplified in comparison to the 

actual field, as it does not take into account the dynamic conditions in the unsaturated zone. A 

solution could be to model the problem in HYDROGEOSPHERE. For the porosity of the clay 

a value of 0.38 was assigned.  

- Sand lithology 

The vertical hydraulic conductivity of the sand was set to 0.34 m/d, with the anisotropy set to 

1.82 to get to a horizontal hydraulic conductivity of 0.65 m/d. The storage capacity and the 

specific yield were set to 1e
-3

 and 0.20 respectively. For the porosity of the sand the same 

standard value of 0.38 was taken. 

4.3.2.7 Solute transport properties 

We opted to use ECs (mS/cm) to represent density differences in the model, similar to the 

method used by POST (2011), because all measurements of solutes were made in ECs. Based 

on model calibrations, the longitudinal dispersivity was set to a value of 0.41 m, the 

horizontal transverse dispersivity to a value of 0.041 m and ultimately the vertical transverse 

dispersivity was set to 0.0041 m. The molecular diffusion coefficient was assumed to be 1e
-5 

m²/d. Additionally for the fluid properties, the reference density was set to 1000 kg/m³ and the 
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approximate change in density over the change in EC was set to 0.4486. This last value was 

calculated with the UNESCO 1980 equation of state (POST, 2011). 

4.3.2.8 Heat transport properties 

The change in density over the change in temperature was set to -0.375 kg/m³°C, this value 

comes from the SEAWAT guidebook (LANGEVIN et al., 2010). Furthermore, constant 

values were chosen for the bulk thermal diffusivity and the distribution coefficient for 

temperature, namely 0.15 m²/d and 2e
-4 

m³/kg. Within the timeframe of this internship it has 

not been possible to make a working model whereby heat transport is taken into 

consideration. Therefore, all the heat transport parameters are hypothetical and the 

applicability cannot be guaranteed. 

4.3.2.9 Boundary conditions 

The 4 model boundaries were all set to be no flow boundaries. Two of them are where the tile 

drains are located; by placing these on the borders a water divide is created which acts as a no 

flow boundary. The road on top of the dike also acts as a water divide, because at the other 

side of the road the same situation is present, namely a ditch and after that a parcel. The last ï 

and furthest ï side of the parcel is less known. Assuming this side is a no flow boundary is a 

simplification. This is no problem because we are only interested in the interactions towards 

the ditch, and this boundary is chosen far enough (to have no influence). 

Inflow is possible as precipitation, seepage and interaction with the ditch. An EC value of 0 

mS/cm and a temperature of 10 °C were assigned to the water entering the system as 

precipitation. The seepage water received an EC of 22 mS/cm and a temperature of 11 °C. 

Likewise, the ditchwater received an EC of 0.2 mS/cm and a temperature of 11 °C. All these 

starting concentrations, ECs and temperatures, were approximations based on the field 

measurements. Water could leave the system by tile drainage, evaporation and also by the 

interaction with the ditch. The evaporation water was assigned an EC value of 0 mS/cm and a 

temperature equal to the current groundwater in the top layer. 
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Table 1: Input values for the model. 

 Input parameter Value Unit  Comments 
G

ri
d

 p
ro

p
e

rt
ie

s
 

Length x 110 m Field measurements 

Length y 40 m Field measurements 

Length z 11.2 m Field measurements 

Number of columns 60 - Field measurements 

Number of rows 54 - Field measurements 

Number of layers 22 - Field measurements 

Dx1 1 m Field measurements 

Dx2 5 m Field measurements 

Dy 0.75 m Field measurements 

Dz 0.5 m Field measurements 

T
im

e
 

p
ro

p
 

Nper 290 d Field measurements 

Nstp 1 d Field measurements 

Perlen 1 d Field measurements 

D
it
c
h
 p

ro
p

e
rt

ie
s
 Depth 2.4 m Field measurements 

Bottom width 1.4 m Field measurements 

Waterheight 0.1 m Field measurements 

Slope 45 ° Field measurements 

Hydraulic resistance 0.05 d Calibration 

D
ra

in
 

p
ro

p
e

rt
ie

s 

Depth 2.2 m Field measurements 

Spacing 5 m Field measurements 

Conductance old drain 0.24 m²/d Calibration 

Conductance new drain 0.4 m²/d Calibration 

Seepage 

properties 
Seepage flux 0.28 mm/d Field measurements 

U
n

d
e

rg
ro

u
n

d
 p

ro
p

e
rt

ie
s 

c
la

y 

Clay depth 0.3 m Field measurements 

Vertical hydraulic conductivity 0.0007 m/d Li terature 

Anisotropy 6.45 - Calibration 

Storage capacity 1e
-3
 - Calibration 

Specific yield 0.12 - Calibration 

Porosity 0.38 - Calibration 

 
s
a
n

d 

Vertical hydraulic conductivity 0.34 m/d Calibration 

Anisotropy 1.82 - Calibration 

Storage capacity 1e
-3
 - Calibration 

Specific yield 0.20 - Calibration 

Porosity 0.38 - Calibration 

S
o
lu

te
 

tr
a

n
s
p
o

rt
 

p
ro

p
e

rt
ie

s 

Longitudinal dispersivity 0.41 m Calibration 

Molecular diffusion coefficient 1e
-5
 m²/d Calibration 

Reference density 1000 kg/m³ Field measurements 

Fluid density-solute relationship 0.4486 - Literature 

H
e

a
t 

tr
a

n
s
p
o

rt
 p

ro
p

 Fluid density-heat relationship -0.375 kg/m³°c Literature 

Bulk thermal diffusivity 0.15 m²/d Literature 

Distribution coefficient 2e
-4
 m³/kg Literature 

B
o

u
n

d
a

ry
 c

o
n

d
it
io

n
s Recharge concentration 

0 mS/cm Field measurements 

10 °C Field measurements 

Seepage water concentration 
22 mS/cm Field measurements 

11 °C Field measurements 

Ditch concentration 
0.2 mS/cm Field measurements 

11 °C Field measurements 

Evaporation concentration 0 mS/cm Field measurements 
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4.4 Model calibration 

The model was calibrated in two different manners, used simultaneously: (1) manually by 

adjusting parameters based on visual interpretation of the fit between simulated and measured 

values, and (2) by using Model-Independent Parameter Estimation and Uncertainty Analysis 

(PEST) where the model parameters are adjusted in order to minimize the discrepancies 

between the model-generated data and the corresponding measurements. PEST is able to do 

this by taking control of the model and running it until an optimal set of parameters is found. 

As this does not take into account optimal interpretation (a good model fit with unrealistic 

parameters), the combination of PEST and manual calibration turned out to be a great 

solution. For more information about PEST, we refer to the user manual (WATERMARK 

NUMERICAL COMPUTING, 2010).  

The Nash-Sutcliffe coefficient (NSC), the least squares fit (LSQ) and the mean value (MV) 

were calculated for the head and EC values from the different piezometers, for the drain 

discharge rate and for the ECs from the drained water. The NSC and LSQ were calculated for 

a period where the observations have a high reliability, from 30 May 2012 until 11 October 

2012 (135 days). 
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The NSC can range from īÐ to 1. A perfect match corresponds to a coefficient of 1. 

Furthermore, an NSC of 0 indicates that the model predictions are as accurate as the mean of 

the observed data, whereas it being less than 0 occurs when the observed mean is a better 

predictor than the model. For the LSQ, the value can range from +Ð to 0, where an LSQ of 0 

corresponds to a perfect match. Finally the aim of the MV is to bring the average of the 

measured and calculated values as close as possible to each other.  

5 RESULTS 

This chapter summarizes the results that came out of the last model run, incorporating 

groundwater flow and solute transport. Within the framework of this internship it was not 

possible to successfully incorporate heat transport. Model convergence could not be 

accomplished using the heat transport properties specified earlier; further research is needed 

to identify possible errors in the heat transport settings. 
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5.1 Calibration  

5.1.1 Head 

figure 11 shows the measured and modeled values of the groundwater head in piezometer 5a 

together with the precipitation to get a clear insight into the interactions. Piezometer 5a was 

taken as a representative of the majority of piezometers. It is clear that the model reacts in a 

similar manner to the precipitation as the observed values, although the observations seem to 

respond more sharply. Also included in figure 11 are two boxplots that give information about 

the LSQ and NSC of all piezometers. Overall the observed and modeled values of piezometer 

5a show a good fit, this translates into a NSC of 0.50 and a LSQ of 0.65. When examining all 

the piezometers, the NSC varies from -4.24 to 0.69 and the LSQ from 128 to 3.41. To give an 

idea of the deviation, the average LSQ of all piezometers -in the 135 days for which the 

model calibration coefficients were calculated- is equal to 1.28, this results in an average error 

of 0.09737 m per measurement.   

 

figure 11: (left) plot of the measured and modeled groundwater head for piezometer 5a, with the 

indication of the precipitation. (right) Boxplots showing the variation of the LSQ and NSC values of all 

piezometers (source: own research). 

5.1.2 Salinity 

As shown in figure 12, where the EC of piezometer 4a and two descriptive boxplots are 

shown, the matching of measured and modeled EC shows no clear fit. This results in a NSC 

score ranging from -2395027.51 to -8.51 and a LSQ score ranging from 924.66 to 47075.5. 
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