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MODELING TIDAL DYNAMICSINA MANGROVE CREEK CATCHMENT IN DELFT3D

Erik Horstmai?, Marjolein Dohmen-Janssersuzanne Hulscher

Abstract

Modeling tidal dynamics in mangroves is of great usstudying the effects of changes in e.g. vegetaover or tidal
forcing. Process based models, taking into acceegétation drag and turbulence, have not yet bppliea to study
tidal dynamics in mangrove forests. We compareetiiferent model representations of vegetatioBéift3D-FLOW
for their accuracy and efficiency in modeling tidginamics in a schematized mangrove creek catchr(igat three-
dimensional model taking into account vegetatictuged momentum loss and turbulence generation asgation
(3D-DPM); (ii) a two-dimensional depth-averaged mlothking into account the vegetation induced maomanloss
(2DH-DPM); and (iii) a two-dimensional depth-aveedgmodel applying an adjusted bed roughness arattiigial
term for momentum loss (2DH-Baptist). All models gice flow velocities, suspended sediment conceioinatand
sediment deposition rates of the same order of matmas observed in the field. Compared to the 3DADmodel
which resolves all vegetation impacts, the 2D-DPbHei predicts resembling hydro- and sediment dyosntiut at a
significantly increased computational efficiencyig efficiency is useful when modeling real mangravetlands,
requiring high grid resolution due to great spati@lographic variability. Increased model efficigratso enhances the
feasibility of sensitivity analyses of the shomddong-term development of mangroves under changimditions.
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1. Introduction

Mangroves thrive in sheltered intertidal areassoib)tropical coastlines. Because of their posiabthe
interface between land and sea, mangroves playogaprole in local hydro- and sediment dynamidsld~
studies have shown that mangroves impact the mafmiand direction of tidal and riverine water flows
(e.g. Kobashi and Mazda, 2005) and enhance sedidepusition rates (e.g. Van Santen et al., 2007).
These field studies are typically based on locakcstudies and consequently often comprise justited
range of environmental parameters (e.g. vegetaborr, elevation) and hydrodynamic exposure (&gl t
amplitude, waves). With these limitations of fieldta, numerical models are indispensable to andhge
effects of these parameters on mangrove hydroseadunent dynamics (Temmerman et al., 2005).
Previous modeling studies into mangroves’ tidallesdaydrodynamics were mainly concerned with
creek-forest interactions and the consequent éigginmetry in mangrove creek systems (e.g. Mazdh, et
1995). This focus allows for simple parameterizagioof the hydrodynamic impacts of mangrove
vegetation. So far, analytical and numerical staidigplied one- and two-dimensional modeling apgresc
representing vegetation by an adjusted roughnessngder, and a largely simplified topography (Wskin
et al., 1990; Mazda et al., 1995; Furukawa et1897). Studies into tidal-scale hydrodynamics waithi
mangroves require a more advanced approach of imgditle effect of these trees on hydrodynamics.
Hereto, Mazda et al. (2005) and Kobashi & Mazd@&dntroduced vegetation induced drag forces into
the momentum equation, related directly to a vegetalensity parameter. This approach was extebgted
Wu et al. (2001), who included both vegetation et drag and the blockage effect by the vegetation.
However, none of these models take into accountiémh dependency of the vegetation characteristics
local topography. Hence simulated (depth-averatied)patterns might not represent field conditions.
Modeling tidal-scale sediment dynamics in mangrolias been initiated by Wolanski et al. (1999).
They extended a two-dimensional model for the ptémh of suspended sediment transport fluxes in an
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estuary. Wolanski et al. (1999) implemented paranmtions for the distribution of sediments in the
smaller creeks and the adjoining mangroves, whighewbeyond the model's resolution. No further
attempts of modeling short-term sediment dynantmianangroves are known, reflecting the fact thay anl
few field studies are available measuring both bgginamics and sediment transport and/or deposition
along transects in mangroves (Furukawa et al., 18T uong and Massel, 2006; Van Santen et al.,7200

Recently, a three-dimensional process-based mod&leift3D-FLOW was applied to simulate tidal
dynamics in salt marshes (Temmerman et al., 2@Hh a process-based numerical model for simulating
tidal-scale hydro- and sediment dynamics in manggas missing yet. Due to the vast extent of margro
creek catchments and the great spatial variabdftytheir bathymetry, vegetation cover and sediment
characteristics, calculation grids will need to eova large area at a high resolution, increasing
computational demands. This raises questions osutability of two-dimensional depth-averaged (2DH
models instead of the — computationally expensittree-dimensional (3D) model for salt marshes.

Our aim is to compare simplified 2DH approachesnfiodeling vegetation dynamics in Delft3D-FLOW
to the previously deployed 3D process-based nuademiodel. These models should be suited to simulate
tidal-scale hydro- and sediment dynamics in coastahgroves and to analyze the sensitivity of these
processes to changing parameter settings. The madilbe validated against field data obtained in
mangrove forests in Thailand. A schematized margesea is studied to reduce the model’s run time.

This paper first introduces Delft3D and the diffgrevays in which vegetation effects are taken into
account in its 3D and 2DH models. This section glssents field data that are used for model viadida
and the schematized study area for which the madelsun. Section 3 presents the results of tHerdiit
models, before and after calibration, including amalysis of the model sensitivity to uncertain inpu
parameters. Our findings are discussed in sectamddour main conclusions are summarized in seétion

2. Methods
2.1. Delft3D model resolving 3D flow and turbulence effects of vegetation

The Delft3D-FLOW software simulates flow hydrodynasy sediment dynamics and morphological
processes in shallow water environments. Delft3WRL solves the two-dimensional (depth-averaged) or
three-dimensional unsteady shallow water equati@pplying the hydrostatic pressure assumption.
Transport and deposition of sediments is computadlsaneously with the hydrodynamics, creating clire
feedback between hydro- and morphodynamics (Dslt@@12). Delft3D-FLOW is suited with a flooding
and drying algorithm. Grid cells are activated wiveater levels exceed a flooding threshold, whilil gr
cells are de-activated when local water levels drelpw half this threshold (Deltares, 2012).

Recent efforts to better understand the effectlahtp on shallow water dynamics have led to new
modules in Delft3D-FLOW simulating additional vegttdn resistance (e.g. Baptist, 2005). Uittenbodjaar
(2003) extended the one-dimensional vertical (1DW)mentum equation and turbulence closures to
account for the contribution of vegetation elemergpresented as a collection of rigid verticalrayérs.
This was implemented in Delft3D-FLOW through theedtional point model (DPM). 1DV simulations
with the DPM have been validated successfully aga@xperimental flume data (Uittenbogaard, 2003;
Baptist, 2005). The 3D implementation of this DPMgetation representation has been calibrated and
validated successfully for salt-marsh vegetatiaengfmerman et al., 2005; Bouma et al., 2007).

In the DPM model, the depth-dependent contribubbrthe vegetation in the momentum equation is
induced by the vegetation induced friction forEg (

F(2) :ngch(z)D(z)|u(z)|u(z) )

Whereinp,, is the water density [kg/fh Cp represents the plant resistance coefficient{-dicates the
number of plant elements per unit area’[rwith diameterD [m]; and u(z) for the horizontal velocity
profile [m/s]. The number and diameter of the vaieh elements can be depth-dependent.

Additionally, the DPM model explicitly accounts fahe obstruction of momentum and turbulence
exchange due to the area taken by the vegetatiensalidityA, [-] of the vegetation is defined as:
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Hence, 1A, is a measure for the vegetation porosity. Chaofifisxes due to (changes in) the vegetation’s
porosity are mostly disregarded in the present indmeng developed initially for 1DV simulationsely
vertical momentum exchange is considered to depmgmificantly on vegetation porosity (Baptist, 2005

u@ M __ s (. @) F@)
05t Tax 1- A, (2) az((l AP(Z)XV+VT(Z)’ az] 1- Ay (2) @)

Wherein dp/éx represents the horizontal pressure gradient f/mis the kinematic viscosity of water
[m?s]; andv is the eddy viscosity [ffs]. The eddy viscosity is calculated wittka turbulence closure.
These closures, including vegetation effects, armesegnmted by Uittenbogaard (2003). Subsequently,
suspended sediment transport is calculated by eectidn-diffusion equation (Deltares, 2012):

@+%+%+_6(W‘WS)C:2(DH @}1 b, & &(Dvﬁj @
ot ox oy 0z 0x ox) oy oy o0z 0z

Wherec represents the suspended sediment concentratigm’[ku, v andw are the velocity components
in X, y andz directions respectively [m/s}ys is the settling velocity of the sediment [m/s]ddh,; andDy
represent the horizontal and vertical eddy diffilgifm?s]. For cohesive sediments, erosidf) (and
deposition rates;) [kg/m?s] are calculated with the Partheniades-Krone édations :

I
E =M| 2 - for 7, > 74 ¢ (else E, =0) (5)
TCr,e
I
D, = Wsoo(l— - bd] for 7, <7gq (elseD, =0) (6)
cr,

WhereinM is the erosion parameter [kdiisi; 7, is the bed shear stress [N]m is the critical bed shear
stress for the initiation of erosion [N?inc, is the near-bed sediment concentration [I?ﬁ;/andrmd is the
critical bed shear stress for deposition [RlinFinally, the net depositiolND [kg/m?] is calculated by
discounting the erosion and deposition rates anitiptying this net deposition rate by the time step

2.2. Vegetation in 2DH simulations with Delft3D

Alternatively, the impacts of vegetation on hydemd sediment dynamics can be simulated in a depth-
averaged (2DH) mode. Two 2DH vegetation represiemstare available in Delft3D-FLOW: a direct
method with the DPM, and an indirect approximati@sed on an artificial Chézy roughness value. The
direct method only takes into account the addifiomamentum generated by the vegetation induced
friction force F (eq.(1)), now calculated with the depth-averagedzintal velocityiz [m/s]. Changes in
vertical vegetation geometry as well as changesertical fluxes in the momentum equation (eq.(3))
cannot be taken into account. The 3D turbulenceucks are not resolved in this 2DH approach either.

The indirect method builds upon Baptist et al.'®(q2) analytical formulation for the contribution of
vegetation resistance to the total roughness iemitwing through vegetation. They obtained a difieul
but accurate version of their analytical formulatfte representative Chézy roughness coefficient (

h
Inl —
n[h\,] (7
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WhereC, is the (alluvial) bed roughness coefficient'fis]; h, andh represent the vegetation height [m]
and total water depth [m]; andis Von Karman's constant [-]. As this increased beughness induces
greater bed shear stresses, it gives rise to dgalflysunrealistic increase in sediment transpoherefore,

in Delft3D-FLOW, the total roughness is split in dwseparate terms in the momentum equation
representing the bed roughness and the vegetatiniced resistance, respectively (Deltares, 2012):

—2
gi-F—-aa2=0 @)
Cch
2
C= Cb +ﬁ|n(£j 1+—CDnDh‘/Cb (9)
K 29
1. -hCh
=—CpnD—~=2 10
2 D h C2 ( )

Where C [m"?s] represents the adjusted bed roughnessiandhe vegetation induced flow resistance
parameter. Independent of the method for simulatemgetation effects on the hydrodynamics, suspended
sediment transport is calculated through a reduaddection-diffusion equation discarding vertical
components (i.e. the last terms at the left anttrigand sides of eq.(4)). The subsequent calculaifo
erosion and deposition rates resembles the 3D appr¢eq.(5) and eq.(6)), except that the near-bed
sediment concentratiary now equals the depth-averaged sediment concemtrati

2.3. Field data for model validation

We collected data during a field campaign in Trangvince, Thailand, from November 2010 to May 2011
(Horstman et al., subm.). The study site that $sulsed in this paper consists of a charactetédécated’
mangrove forest, fronted by a cliff and incisedebgomplex network of branching creeks (Figure hisT
site is located at the east bank of the Mae Namglrabout 6 km upstream of the open sea, in thmmBst
where the Mae Nam Trang and the Khlong Palian merge

The study area is covered by a monitoring grid4&Ratially distributed points. Obtained data cstssi
of high-resolution bathymetry, vegetation descoptiwater levels, flow velocities, suspended sedime
concentrations (SSCs), sediment deposition ratesediment characteristics. The bathymetry of thdys
area is shown in Figure 1. The topography of thetezeof the study area shows scattered mud lobster
mounds. Vegetation throughout the area is quitsel@md shows some zonatiéizophora trees — with
the typical stilt roots (Figure 1) — form the domim vegetation type (Horstman et al., subm.).

This paper focusses on hydro- and sediment dynaatit®o characteristic locations (Figure 1): CN
located within the main creek in the northern pdirthe study area and FC in the middle of the stada
about 60 m from the main creek. Water depths, fl@locities, flow directions and suspended sediment
concentrations (SSCs) are plotted for both poidtsing an entire spring-neap tidal cycle, in Figare
Sediment deposition rates observed throughout itbe are presented in Figure 1. These depositicm dat
have been collected repeatedly during four spriegprtidal cycles.

total deposition [g/m?]

ii: M spring tide - 1 day
| [l SIN cycle - 14 days

81021

northing [km]
elevation [m +MWL]

q
o

810.1

s o

553.9
easting [km]

Figure 1. Left: bathymetry of the field site anddtions of CN and FC (MWL=Mean Water Level).
Right: vegetation in the surroundings of FC (thestdke is 1 m high).
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Figure 2. Water depths, flow velocities and SSC&@nh above the bed at CN (left) and FC (right).
2.4. Schematized study area for model comparison

For convenient model comparisons, simulations is plaper are run for a schematized study area rgigu

3) with characteristic dimensions from the fieltesiThe main creek in the field site is ~10-15 mevand

narrows down towards the end. The creek lengtimastid from satellite imagery is ~1 km (extending to

the northwest in Figure 1) and feeds a mangrova afe-0.5x0.5 krh Hence the swamp-to-creek ratio is

30(x10), falling well within the 2.1-44 range foufa a number of mangrove areas by Mazda et a@)L9
The study area is schematized to a rectangulan basi a straight creek (c.f. Mazda et al., 1995 &Y/

al., 2001). To avoid imposing additional boundaonditions, the forest floor is assumed to slopato

supratidal level of 2.0 m +MWL. The horizontal dinséons of the schematized area exceed the

dimensions of the field site due to the combinatbthe elevated boundaries, the applied forestdhage

of 3.3:1000 (in the field slopes were 1:1000-5:0@@d the straightening of the creek. In order &ntain

the characteristic elevations observed within alwhg the creek (creek’s bed level starting at -&h0

+MWL and banks at 0.5 m +MWL) while also complyingth the swamp-to-creek ratio, the schematized

creek’s width was increased to 40 m. The widenifighe upstream end of the creek is implemented to

prevent for strong velocity increases due to theatgr swamp-to-creek ratio in this part of the gtaba.
Model results presented in this paper are for ostwithin the creek and 70 m into the forest (@Rl

FO respectively; Figure 3), resembling the monitgiiocations of the presented field data (Figure 1)

2.5. Model parameters

Parameter settings for the tidal climate, sedingentitions and vegetation characteristics are basdtie
field observations and are summarized in Table duriary conditions for tides and SSC are imposed

2
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Figure 3. Bathymetry of the schematized study ariéa monitoring locations in the FOrest and CReek
(left) and the measured geometry of the root systEansingleRhizophora tree (right).

837



Coastal Dynamics 2013

at the seaside boundary of the model. The SSC loynzbndition is based on measurements on the
estuarine mudflat in front of the field site. Thedomaterial, a cohesive sandy mud, contains 49(15f%6
andDs,=66.5(x20) um (ranges represent spatial heterote(téorstman, 2012)). Although this grain size
is at the upper limit of the silt range, the suditgtris cohesive by its high content of silt andaoig matter
(8-19%). Sediment dynamics in the field are donaddiy suspended transport and are modeled as such.

Vegetation characteristics were mapped intensivetgangrove sites surrounding the study area. ®ne o
these plots was assumed to resemble the vegetaiibim the study area. Figure 3 shows the measured
geometry of the roots of one averageizophora tree. Vegetation characteristics are applied umifp
throughout the schematized area. For the 2DH mpdelg one layer of this geometry could be deployed

Based on the sediment characteristics of the &t ranges are calculated for bed roughnessg;atrit
bed shear stress and sediment settling velocityl€Th). Initial settings for the model runs are suwamized
in Table 1 as well. The alluvial bed roughness assumed uniformly at=0.02 (Manning), as in previous
studies (e.g. Wolanski et al., 1990; Furukawa ¢t1897). The critical bed shear stress was ihjtisét at
the mean value obtained from the sediment datavéa complex morphodynamics such as consolidation
and bank erosion (Fagherazzi et al., 2012), a fbed is applied. Consequently, only sediments dhat
deposited during the model run can be eroded.

The model was run on a rather fine, squared griti @10 m mesh size, requiring a 6 s time step for
stable model runs. The 3D model deploys 10 ver{gigima-)layers, each covering 10% of the localewat
depth. The threshold depth for inundation of getlscwas set to 0.05 m. Standard values of thezbotal
background viscosity and diffusivity (i.e. regulaalibration parameters) were lowered due to thellsma
mesh size of the gridi, = 0.1 n¥/s (instead of 1.0 frs) andDy = 1.0 nf/s (instead of 10 ffs) respectively.

3. Model comparison, sensitivity and calibration
3.1. Tidal flow velocities and flow routing

Figure 4 shows the simulated depth-averaged flolcitees for one tidal cycle when the models are ru
for the parameters from Table 1. Flow velocitiegha creek and in the forest compare well for tired
models. Two reference runs are included: a 2DH inoejgresenting the vegetation resistance by an
increased bed roughness0.125 (2DH-Manning); and a 2DH model with no vegietn (Figure 4). The
‘Manning’ vegetation representation results in leigflow velocities within the creek and lower vataes
in the forest. Without vegetation, peak velocitigishin the forest are twice as high as with vedgetat
while creek flow velocities are somewhat lower simeore water is funneled over the bare intertitdasf
Flow velocities predicted by the 3D-DPM model amH2DPM and -Baptist models compare well with
the field data. Predicted depth-averaged flow vié&s: within the forest are oD(10%) m/s, as are the
velocities observed in the field (Figure 2). Witlireek depth-averaged flow velocities predictedhmse
models are an order of magnitude larg&10™") m/s) ranging up to 0.7 m/s. Within-creek velasti

Table 1: Characteristic parameter values as obsénvbe field (see: Horstman, 2012; Horstman et al.
subm.) and the values applied in the 3D-DPM and 20\ and -Baptist models (n.a.=not available).

Parameter Fied 3D-DPM 2DH-DPM/Baptist
Tidal periodTy [hr] 12.25 12 12

Tidal amplitudeA; [m] 0.25<A<1.95 1.5 1.5

SSC [mg/l] 0(10) 40 40

Tree density [trees/th 0.07-0.20 0.15 0.15
Tree geometry Figure 3 Figure 3 Figure 3, 2 layer
Cy, [Manning’sn] 0.01-0.04 0.02 0.02

7o [N/M?] 0.10-0.15 0.13 0.13
ws[m/s] 1103%710° 4-10° 4-10°

M [kg/m?/s] n.a. 102 10?

vy [m¥s] n.a. 0.1 0.1

Dy, [m?/s] n.a. 1.0 1.0
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Figure 4. Simulated depth-averaged flow velocitiad bed shear stresses for points located witlein th
creek (CR) and in the forest (FO). Results show tliecebf different vegetation representations
(DPM, Baptist, Manning) and different model settif§® with depth-variable vegetation or 2DH with
depth-uniform vegetation). For reference, the tesafla run without vegetation are included (no)veg

in the field are also 0©(10%) m/s, never exceeding 0.3 m/s at 7 cm above tle(Bigure 2). It was
observed in the field that depth-averaged flow eitiles exceed measurements at 7 cm above the bed, a
flow velocities were found to increase non-logaritbally above the bed up to 1.5-2.8 times the \igjcat

7 cm above the bed (Horstman et al., subm.).

Simulated flow routing patterns throughout the gtacea (Figure 5) indicate the relevance of crémk f
(i.e. inflow from the estuary via the creek) ovéest flow (i.e. inflow from the estuary directlytinthe
forest) in filling and emptying the tidal prism tiie mangroves. On the initial and final stageshef t
mangroves’ flooding, flow directions are mainlyatited from/to the creek. At high water, flow diiens
throughout the forest are directed more parallehtocreek. Noteworthy is the flow routing at hitighe:
while the creek still transports water into (floog) the area, sheet flow through the forest ishdisging
(ebbing) yet. This delayed flow reversal in theetrevas also observed in the field (Horstman esabm.).

3.2. Bed shear stresses

Figure 4 shows that predicted bed shear stresgbmie creek are comparable for each of the nsodel
The simulations with increased Manning roughnegs without vegetation show bed shear stresses in
accordance with the trends in predicted depth-gestdlow velocities.

Within the forest, the simulation results divergdstantially. Figure 4 shows that the bed sheassés
predicted by the 2DH-DPM model represent the reseiithe 3D-DPM model. On the contrary, the 2DH-
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Figure 5. Simulated flow routing through the stadga during a single tidal cycle (2DH-DPM model).
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Baptist approach underpredicts the bed shear sgegishin the forest. This can be related to thical
separation of the bed and vegetation related eggiet terms in eq.(8)-(10). Apparently, the vegetrati
resistance parametérassigns too much momentum loss to the vegetagisistance and hence reduces the
adjusted bed resistance term in the momentum exagsulting in reduced bed shear stresses.

The bed shear stresses calculated from the refenants are much greater. Without vegetation, bed
shear stresses experienced within the forest atte dpb times greater than with mangroves surraupdi
the creek. The model run with increased Manning tmeajhness, representing all resistance induced by
both the bed and the vegetation, predicts bed stieses up to 15-25 times greater than the 3D-DRM

3.3. Suspended sediment concentrations and deposition rates

Within the creek, SSCs simulated by the 3D- and DM models are resembling, while the 2DH-
Baptist run shows a slight underprediction of tf#n ebb tide compared to the 3D-DPM run (Figyre 6
Within the forest, the predicted SSCs differ subédly. The maximum SSC during flood tide is ~héis
larger for the 2DH-DPM model than for the 3D-DPM ahat

Model results compare well with field data for viittcreek SSCs, especially on flood tide. Field
observations of within-creek SSCs are@fl0*) mg/l on both flood and ebb tide, with peaksQ{fL0?)
mg/l (Figure 2). All models simulate this quite Welring flood tide, but predict quite small SSQsidg
ebb. This is probably due to the simplified incaqdn of erosion processes. Within-forest obséownat
show SSC peaks @(10%) mg/l on flood tide and minor resuspension dustdp tide (Figure 2). This is
best simulated by the 3D-DPM model, simulating4ag/l SSC peak during flood. The other two models
predict SSCs within the forest @{1) mg/l during flood. None of the models preditsuspension within
the forest during ebb tide (Figure 4).

Cumulative net sediment deposition is presentedrigure 6 as well. The models simulate some
deposition within the creek during high slack tibet these deposits are eroded during the subseghbn
tide. By the final retreat of the ebb tide from ttreek, flow velocities and bed shear stresses dgajin,
causing a second deposition event. These deposifgesumably eroded at the onset of the next ftioked

As for the SSCs, simulated deposition rates withenforest are diverging, but still in the sameeordf
magnitude:O(10") g/nf. This is comparable to the field observations:230-g/nf over two tidal cycles
(Figure 1). At FC, a sediment deposition rate o gnf/tide was observed. The results of the 3D-DPM
run are quite low compared to these observationth RDH models predict sediment deposition rates of
one-half to one-third the rate observed at FC énfitld site.

Figure 6 includes the sediment dynamics for the mitagn vegetation model and the case with no
vegetation. Without vegetation, SSCs in the foaestmuch greater due to higher flow velocities. &bwer,
increased ebb tidal velocities cause erosion witheforest, feeding the ebb tidal SSC peak withim
creek. These processes are reflected in increaspdsifion and erosion rates throughout the aret, bu
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Figure 6. Simulated suspended sediment concemntgatmd cumulative deposition rates for points
located within the creek (CR) and in the forest (F@Bsults are from the same models as in Figure 4.
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counter-intuitively give rise to a greater net dgifion at FO than the vegetated model runs. Thikies to

the concentrated sediment deposition on the baluksy ahe creek when vegetation is present. Without
vegetation the sediment is transported further ¢imeaintertidal flat, to FO, where deposition ishanced.
Total net sediment deposition throughout the asegréater with vegetation though (4@ and 2.810" kg

for the non-vegetated and the 3DH-DPM runs, respalyg). As stated before, the increased bed roughne

of the Manning vegetation representation exaggera¢el shear stresses. Hence SSCs remain high, while
deposition only occurs during slack high tide arms®sn prevails throughout the area during ebh tide

3.4. Moddl sensitivity

Model results presented so far are based on aesteglof parameters (Table 1). However, conditioribe
field are variable (Table 1) and parameters suchessroughness and sediment characteristics inteodu
uncertainty in the model predictions. Moreover,ibomtal viscosity and diffusivity are not readiliptained
from the field. Hence we check the model’'s seniitito changes in these parameters. The fast — but
according to the above results accurate — 2DH-DRiMeahwas deployed for this sensitivity analysis.

Focusing on hydrodynamics, two uncertain parameterselevant: viscosityy and bed roughness.
Ranges of these parameters were based on staretind)s grid size (section 2.5) and previous ssidi
(e.g. Wolanski et al., 1990; Furukawa et al., 19@8pectively. For either increasing viscosityrareasing
bed roughness, flow velocities are decreasingerctilek, while increasing in the forest (TableVith the
highest viscosity or bed roughness values, flonersad at high slack tide collapses, as opposedigo t
results in Figure 5. At the lower half of both rasgmodel results become insensitive to these Edeas

Regarding sediment dynamics, the number of uncepaiameters increases (Table 2). Viscosity only
shows minor impacts on simulated SSC’s and depositites, while increasing bed roughness inherently
affects these predictions. The greater bed shesgssts induce higher SSCs and reduced deposixicepte
for the forest, where the increased SSC enhancabkdeposition rates.

Critical bed shear stresses are hardly affectinnsnt dynamics (Table 2), probably because of the
limited range of variation. On the other hand, mogedictions appear rather sensitive to the seftli
velocity (Table 2). Sediment transport throughdngt forest diminishes substantially for increasiatili®g
velocities, resulting in up to 14 times lower S8l net deposition reduced to one-third over th#ieg
parameter range. Sediment dynamics within the caeekardly affected, due to the greater velocities

The erosion parameter is a poorly documented condts standard value in Delft3D-FLOW is 10
kg/nf/s, whereas data from literature suggéstl03-10° kg/nf/s (Van Rijn, 2006). Sediment dynamics
within the forest are not significantly affected thys erosion parameter. In the creek, SSCs showeased
fluctuations and sediments deposited at slackdideremoved faster on ebb tide for increased vatfies

Table 2: Sensitivity analysis of the 2DH-DPM modgdrameter ranges are presented along with their
impact on characteristic hydrodynamics and sedirdgnamics (n.i. = no impact).

Parameter Parameter Creek (CR) Forest (FO)
range fTmax SSCrux ND ax SSCrox ND rax
[m/s] [mg/l] [g/m?’] [m/s] [mg/l] [g/m?]
flood ebb flood ebb flood ebb  flood ebb
vy [M?/s] 10?2 0.63 -0.74 48 6 21 007 -0.09 27 0.04 45
10° 051 -0.67 45 12 25 010 -013 40 0.82 49
Cy [N] 0.01 068 -0.82 33 110 32 0.07 -0.09 14 000 24
0.04 050 -0.59 54 1.2 18 0.09 -011 42 50 49
7o [N/M?] 0.10 ni.  ni 51 10 18 ni. ni. 31 013 47
0.15 n.i. n.i. 46 5.3 20 n.i. n.i. 27 004 42
ws[m/s] 1-10° n.i. n.i. 46 6.1 22 n.i. n.i. 14 0.28 71
7-10° n.i. n.i. 47 6.9 15 n.i. n.i. 1.0 003 25
M [kg/n/s] 1 ni. ni. 122 90 19 n.i. n.i. 23 019 42
104 n.i. n.i. 34 017 20 n.i. n.i. 23 0.00 38
Dy [m?s] 10" ni. n. 53 18 70 n.i. ni. 036 0.00 4.1
10" n.i. n.i. 23 055 32 n. n.i. 73 015 104
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this parameter (Table 2). At the high end of thesem parameter’s range, modeled SSCs become very
variable (compared to the field data) while at kb end, sediment deposits are not removed from the
creek during ebb tide, inducing ongoing deposiguan within the creek.

Horizontal diffusivity, when lowered too much, geaies the same effect as the increased erosion
parameter (Table 2). On the contrary, with thisapaeter’s standard value in Delft3D-FLOW (i.e. 18y
sediment dynamics within the forest are suppresabdtantially and become much lower than observed.

3.5. Model calibration

Without calibration, the hydrodynamics simulated thg 3D-DPM model and both 2DH models show
good agreement when applying exactly the same pesnset. Moreover, simulated hydrodynamics
compare favorably with field data for the appliedcesity and bed roughness (Table 1). The sersitivi
analysis has learnt that changes to these parametend reduce model performance in case of ineeas
of these values, while a lowering would not indsmmificant changes (compare Table 2 and Figure 4).

Sediment dynamics showed quite a large variabllégfwween the models (Figure 6) and were not yet
fully representing field observations. The occucerof deposition and erosion are predicted welt, bu
within the forest the magnitude of SSCs and nebdigpn do not resemble field observations (sec8@).
Model calibration is required to get the modelsitoulate correct SSCs and net deposition ratesn fine
sensitivity analysis it is found that the settlingjocity is the best suitable parameter for thikbcation’s
aim, i.e. adjusting the magnitude of SSC peakstb@d¢umulative deposition.

Previously, the 3D-DPM model was found to simulidé observations best, except for the rather low
deposition rates at FO (16 d)mThis was adjusted by lowering the settling vetjoto 2 mm/s, increasing
the net deposition at FO (49 d)mo resemble field data (Figure 2), but at thet @doverpredicting the
SSC. However, SSC observations from the field ess Accurate than deposition rates (Horstman, 2012)

The 2DH models were calibrated against the 3D-DPMieh The latter, resolving physical processes
along the vertical, simulates tidal scale dynamiost accurately. Both 2DH models were calibrateth@n
sediment’s settling velocity. Model runs deployiihg range of settling velocities calculated frora field
data (Table 1) were compared against the calibra@dPM model. Time averaged RMSE values are
calculated for the entire model area, quantifyimyidtions between the predictions by the 2DH ard th
3D-DPM models. For both 2DH models a settling vidjoof 3 mm/s gives best agreement. Sediment
dynamics predicted by the 2DH-DPM model agree kit the 3D simulation (RMSE(SSC)=0.47 and
0.69 mg/l; RMSE(ND)=2.9 and 7.3 gfifor the 2DH-DPM and 2DH-Baptist models, respedtiye

Figure 7 shows the resulting sediment dynamicg #ifie basic calibration. Sediment dynamics within
the creek basically remain unchanged. Only the siéipo during high slack tide predicted by the 3P
model is slightly increased and shows better agem¢rwith the field observations. Within the forest,
differences in predictions of SSCs are reducedraghe simulated deposition rates. Better agreenfen
the model predictions at this specific location Idotave been obtained by calibrating the modelgHis
position. However, a site specific calibration fdittle value when comparing global model perfonuoe.
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Figure 7. Adjusted model predictions after calilmatof each model in the sediment settling velacity

842



Coastal Dynamics 2013

4. Discussion

The modeling efforts in this study concern tidalechydro- and sediment dynamics. Erosion is takenm
account in a basic manner by simulating the erosf@ediments that have been deposited duringaime s
tidal cycle. This is an extension to existing tidarsh models simulating tidal-scale dynamics trdy
take account of sediment deposition while disreigarérosion (e.g. Temmerman et al., 2005). Thisnmaea
that sediments deposited within the creeks durigh klack tide cannot be eroded on the subsequmnt e
tide in Temmerman et al.'s model. However, selftsgw of tidal creeks is an essential mechanism in
mangrove areas (e.g. Mazda et al., 1995). Thigigborated by the double peaks observed in tha tid
SSC plots for the field site, showing within-cree®C maxima during both flood and ebb (Figure 2e Th
models presented in the current paper (sectionsta)late these observations quite well (e.g. FEglr.
Still, model performance in predicting SSCs andsino during ebb tide is limited as (long-term)
morphodynamics are not fully taken into accounteSéhrequire more advanced modeling of e.g. erosion
processes and sediment compaction (c.f. Fagheztaki 2012), which are beyond the scope of tiidys

Spatial changes of fluxes due to (changes in) duetation’s porosity are mostly considered nedlgib
in the present models. The DPM vegetation repragentwas developed initially for 1DV conditionsdan
has been implemented in Delft3D-FLOW as such (sec.1). Only vertical momentum exchange,
vertical diffusion of turbulent kinetic energy amgrtical diffusion of turbulent energy dissipati@ne
considered to depend significantly on the vegetatmmrosity (Baptist, 2005). However, horizontal
momentum exchange and horizontal diffusion of tlebtiproperties may also play a role in water fiogvi
through vegetation fields such as the creeks ircase study (e.g. Nepf, 2012).

Additionally, an inherent disadvantage of the 2DHdels is that all vertical components of the physic
guiding hydro- and sediment dynamics in the vegetantertidal areas remain unresolved. Hence, it is
impossible to study these processes, e.g. turbellendepth-variation in velocities, in detail.

The previous assumptions are all adding to the Isiiypand speed of the model simulations, espécial
for the 2DH models. Nevertheless, on a conceptal] either of the models is capable of reprodyicin
tidal-scale hydro- and sediment dynamics obseméHe field. While model accuracy is found comp#rab
— with the 2DH-DPM model best resembling the 3D slod model efficiency is greater for the 2DH
models. One model simulation (covering 1.5 tidatley only takes 7-10 minutes with the 2DH models
while running the full 3D model takes about 10 tinaes long (1:15 h). The lower computational coghef
2DH models facilitate sensitivity analyses suctpassented in this study, but also when investigatin.
the impact of vegetation thinning or removal.

The greater efficiency of the 2DH models will begoéat use in future simulations of the tidal dyi@m
for the field site, where the irregular topograpdsks for a significant increase in grid size retofu
Finally, further model extensions to account far kbng-term development of coastal mangroves, riqui
e.g. the implementation of morphodynamics and lmrgy simulations, will further increase model
demands. The efficiency of the 2DH model will enteathe feasibility of these extensions.

5. Conclusions

All models presented in this study, either 3D orpredict tidal hydro- and sediment dynamics in a
mangrove creek catchment in accordance with fiddgeovations. For the schematized study area, only
minor calibration efforts were needed to obtain pamble simulation results from each of the models.
Best agreement was obtained between the 3D-DPM2BIDPM models. Notwithstanding the fact that
the 2DH models cannot account for the depth-vdrighn the vegetation, the 2DH-DPM model predicts
tidal hydro- and sediment dynamics that are acelyratesembling the 3D-DPM predictions for the
presented study area. The 2DH-Baptist model siigimibderpredicts the bed shear stresses withinottesstf
giving rise to deviations in predicted sediment ayics, due to the simulation of the vegetationa$fe
through an artificial bed roughness term. The rédomf the process resolution in the 2DH modelnes
with a significant increase in model efficiency.rFaur model area, which is small in terms of gralls;
and a 3D model with only 10 layers, the 2DH-DPM elogtas up to 10 times faster than the full 3D-DPM
model. This reduction of calculation times will begreat use for future simulations of the tidahdgnics

at the field site and for further model extensitmsimulate long-term morphodynamics in mangroves.

843



Coastal Dynamics 2013

Acknowledgements

The authors would like to thank T.J. Bouma, C.Jduken, D.S. van Maren, T. Balke and P.M.J. Herman
for the many fruitful discussions. We also acknalgle fieldwork assistance by M. Siemerink, N.J.Fh va
den Berg, D. Galli, D.A. Friess, E.L Webb, C. Sudjkong, Katai, Dumrong and Siron. Fieldwork has
been executed under the research permit ‘Ecologly Hydrodynamics of Mangroves’ granted by the
National Research Council of Thailand (Project IB62). The authors gratefully acknowledge the suppor
& contributions of the Singapore-Delft Water Allizan (SDWA). The research presented in this work was
carried out as part of the SDWA's Mangrove resegrclgram (R-264-001-024-414).

References

Baptist, M.J., 2005Viodelling floodplain biogeomorphology. Delft University of Technology, Delft: 213 pp.

Baptist, M.J., Babovic, V., Rodriguez Uthurburu, Xjjker, M., Uittenbogaard, R.E., Mynett, A. and VeswA., 2007.
On inducing equations for vegetation resistadoernal of Hydraulic Research, 45(4): 435-450.

Bouma, T.J., Van Duren, L.A., Temmerman, S., Clayé€Fi, Blanco-Garcia, A., Ysebaert, T. and Herma, P, 2007.
Spatial flow and sedimentation patterns within patc of epibenthic structures: Combining field, fluayed
modelling experimentsContinental Shelf Research, 27: 1020-1045.

Deltares, 2012User manual Delft3D-FLOW, Deltares, Delft: 676 pp.

Fagherazzi, S., Kirwan, M.L., Mudd, S.M., Guntengge, G.R., Temmerman, S., D'Alpaos, A., Van De Kap§.,
Rybczyk, J.M., Reyes, E., Craft, C. and Clough, J.220umerical models of salt marsh evolution: Ecalaly
geomorphic, and climatic factorReviews of Geophysics, 50(RG1002).

Furukawa, K., Wolanski, E. and Mueller, H., 1997.n@nts and sediment transport in mangrove for&stsiarine
Coastal and Shelf Science, 44(3): 301-310.

Horstman, E.M., 2012Data report: Field campaign Trang, Thailand; November 2010 - May 2011, University of
Twente, Enschede, The Netherlands.

Horstman, E.M., Dohmen-Janssen, C.M. and Hulsch&iVi3H., subm. Flow-routing in mangrove forestsididata
obtained in Trang, Thailan@ontinental Shelf Research.

Kobashi, D. and Mazda, Y., 2005. Tidal Flow in RiverType MangrovesA&tlands Ecology and Management, 13(6):
615-619.

Mazda, Y., Kanazawa, N. and Wolanski, E., 1995allasymmetry in mangrove creekb/drobiologia, 295(1): 51-58.

Mazda, VY., Kobashi, D. and Okada, S., 2005. TidakS Hydrodynamics within Mangrove Swampétlands Ecology
and Management, 13(6): 647-655.

Nepf, H.M., 2012. Hydrodynamics of vegetated chésmdeurnal of Hydraulic Research, 50(3): 262-279.

Temmerman, S., Bouma, T.J., Govers, G., Wang, Z.8.Viies, M.B. and Herman, P.M.J., 2005. Impact afetation
on flow routing and sedimentation patterns: Thramethsional modeling for a tidal marsturnal of Geophysical
Research, 110(F04019): 18.

Uittenbogaard, R.E., 2003. Modelling turbulence sgetated aquatic flowsnternational Workshop on RIParian
FORest Veegetated Channels: Hydraulic, Morphological and Ecological Aspects, Trento, Italy.

Van Rijn, L.C., 2006Principles of sediment transport in rivers, estuaries and coastal seas, part I1. Aqua Publications,
Amsterdam.

Van Santen, P., Augustinus, P.G.E.F., Janssene8téddM., Quartel, S. and Tri, N.H., 2007. Sedim&atain an
estuarine mangrove systedournal of Asian Earth Sciences, 29(4): 566-575.

Vo-Luong, H.P. and Massel, S.R., 2006. Experimentsvave motion and suspended sediment concentratibiang
Hai, Can Gio mangrove forest, Southern Vietn@eeanologia, 48(1): 23-40.

Wolanski, E., Mazda, Y., King, B. and Gay, S., 19B§namics, flushing and trapping in Hinchinbrookanhel, a
giant mangrove swamp, Australiestuarine Coastal and Shelf Science, 31(5): 555-579.

Wolanski, E., Spagnol, S. and Ayukai, T., 1999Id-and model studies of the fate of particulatéboarin mangrove-
fringed Hinchinbrook Channel, Australislangroves and Salt Marshes, 2(4): 205-221.

Wu, Y., Falconer, R.A. and Struve, J., 2001. Math@ah modelling of tidal currents in mangrove fdses
Environmental Modelling & Software, 16(1): 19-29.

844



